Notes from discussion are in italics.  If you have comments, feel free to share them with the group.

Multiagent/Multirobot Reading Group Discussion Notes 6/21/06

Paper: COBOS: Cooperative Backoff Adaptive Scheme for Multirobot Task Allocation by Cheng-Heng Fua and Shuzhi Sam Ge (IEEE Transactions on Robotics; Dec. 2005)

Overview:

The paper presents COBOS for task allocation in the ST-MR-IA domain of task allocation problems for teams of heterogeneous robots operating with limited communication ranges.  The system is designed to be robust to robot failures, uncertainties in time to complete tasks, and uncertainties in the number of robots required for each task.  The paper uses a matrix based approach for specifying tasks.  Robots can learn online through past experience.  COBOS is evaluated in terms of communication requirements, computational complexity, and solution quality and is compared to the ALLIANCE, BLE, Dynamic Role Assignment, and M+ approaches to multirobot task allocation.

Questions:

[1171]  Task structure

Tasks are divided into three sets: priority tasks, active tasks, and archived tasks.  What sorts of problems can be addressed using this categorization and for what sorts of problems is this division insufficient?

Notes from discussion: the authors use an instantaneous assignment algorithm for task allocation but the problem space has durative actions with (possibly) precedence constraints.  It’s unclear in their later discussion what an instantaneous allocation (even an “optimal” one) means for a domain with tasks are more “time extended”.
[1171] Task suitability

Task suitability is used instead of utility with the distinction that utility predicts the expected solution quality while task suitability reflects how qualified a robot is to perform a task based on its capabilities.  

How important is this distinction?  How dependent is this work on that distinction?

“If the task has more than one submacro task, suitability is given by the maximum suitability the robot has with the submacro tasks…”  

What are the equations saying (bottom of column 1)?

Why use the maximum suitability?

Notes from discussion: Submacro tasks reflect various possible decompositions of a macro task so using the maximum suitability makes sense.  Less clear is why the “average” of the suitabilities is appropriate for a task (midpage, column 1, 1171).  If a robot has 0 suitability for a required portion of the task, it seems that this is not adequately reflected in an average.
Suitability is based on the robot’s intrinsic capabilities and involves only T.  Extrinsic factors such as time and distance are incorporated through L.  Where does L come in?  Is this information broadcast?  To what extent do the authors ignore these extrinsic factors?  How does this affect their results and their later analysis?
Notes from discussion: Perhaps this remark was a reviewer comment—it sounds similar to the justification used in Asymetre.  We concluded that the extrinsic factors are not considered (or they would have to be regularly re-broadcast) and that ignoring these extrinsic factors is a failing of this approach.
Lapsed Tasks [1172?]
How do you know if a task has lapsed?  Does a robot have to travel back to N0 before reentering the allocation phase to communicate that a task is lapsed?

Notes from discussion: We concluded that a robot does return to N0 when a task lapses.  This brought up the issue of the model of communication failures and how they reason about these communication failures which we concluded was a contribution of the paper (albeit not emphasized).
[1172] Online learning

How does this work compare with other robot systems with online learning?  How important is this online learning?  What exactly do the equations for their mu values mean?

Notes from discussion: The matrix notation in this paper is very cumbersome.  It is unclear what (if any) benefits are achieved from this notation.  This is especially true in equations 5-8 where it is unclear how mu and S are related.  The online learning is an interesting aspect of this work but is unfortunately not well described.
[1173] Theoretical analysis

What allows them to transform the NP-hard problem into a P problem?  Do you agree with these proofs?

“If COBOS is implemented using standard definitions of utilities, the reduction of the SPP to the TP will only hold for the set of tasks that can be decomposed into a set of subtasks that can be executed independently” (Remark 3.1)  

Even when tasks can all be executed independently, the problem is still NP-hard right?  How can they claim to reduce it to a problem with a polynomial solution?
Notes from discussion: Remark 3.1 should really be a lemma or have a proof.  In general, this is certainly not a true statement as we think of the multirobot task allocation problem but it may be true if we consider instantaneous assignment (again, what does it mean to have an optimal instantaneous assignment for a problem with time extended tasks?).
Optimality (Definition 3.3): What does this definition of optimality mean?  How does it relate to traditional notions of optimality?  Does this definition of optimality take into account the “extrinsic” factors such as distance to goal, etc.?

Notes from discussion: This definition of optimality is confusing as it seems that it proposes two different metrics for optimality without explaining how to combine them.  If 2 robots could do a task with a suitability of 10 (how are suitabilities from multiple robots combined?) and 4 robots could do the task with a suitability of 20, which is more optimal?
[1174] Comparison of algorithms

Table II is taken from Gerkey and Mataric’s paper which is based on a different definition of optimality.  Are the quality comparisons still accurate for their definition of optimality?

Notes from discussion: We had a number of objections to this table.  The original table presented by Gerkey and Mataric has some mistakes (e.g. the use of “competitive” instead of “approximate” unless the algorithm is truly online).  However, those results are completely out of context here.  Gerkey makes a number of assumptions about the utility space that are not addressed here (e.g. that the utility function is metric which wouldn’t necessarily apply here).  
How would the other algorithms handle the pockets of communication failure?

[1175] “In cases where there is only one broadcast network, and sufficient information to allow users to specify the number of robots required per task, and determine the effectiveness of coalitions, the performance of COBOS is similar to that of other work in the ST-SR-IA domain.” (end of 2nd paragraph in column 1).  Agree or disagree?

Notes from discussion: At a minimum, there should be some justification of this statement.  It is confusing to talk about coalitions and single robot tasks together suggesting that the authors have not completely thought about this statement.
[1176-1177] Results

What can we see from these results?
What additional tests would be useful?

General pros to approach:


General cons to approach:

Notes from discussion: We liked the idea of the online learning and the reasoning about systematic communication failures during coordination but felt that the claimed contributions of the paper were rather weak and poorly explained.  The matrix representation has no explained advantages.  In general, there seem to be some interesting ideas though this paper could have been better written.
