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Factoid question answering is the most widely studied task in question answering. In this paper,
we survey several different techniques to answer extraction for factoid question answering,
which aims at accurately pin-pointing the exact answer in retrieved documents. We compare
these techniques under a unified view, from the perspective of the sources of information that
each model uses, how they represent and extract these information, and the model they use
for combining multiple sources of information. From our comparison and analysis, we draw
conclusions of the successes and deficiencies in past approaches, and point out directions that
may be interesting to future research.

1. Introduction

Question Answering (QA) is a fast-growing research area that brings together research from
Information Retrieval, Information Extraction and Natural Language Processing. It is not only
an interesting and challenging application, but also the techniques and methods developed from
question answering inspire new ideas in many closely related areas such as document retrieval,
time and named-entity expression recognition, etc. The first type of questions that research
focused on was factoid questions. For example, “When was X born?”, “In what year did Y
take place?”. The recent research trend is shifting toward more complex types of questions
such as definitional questions (biographical questions such as “Who is Hilary Clinton?”, and
entity definition questions such as “What is DNA?”), list questions (e.g. “List the countries
that have won the World Cup”), scenario-based QA (given a short description of a scenario,
answer questions about relations between entities mentioned in the scenario) and why-type
questions. Starting in 1999, an annual evaluation track of question answering systems has been
held at the Text REtrieval Conference (TREC) (Voorhees 2001, 2003b). Following the success
of TREC, in 2002 both CLEF and NTCIR workshops started multilingual and cross-lingual QA
tracks, focusing on European languages and Asian languagesrespectively (Magnini et al. 2006;
Yutaka Sasaki and Lin 2005).

The body of literature in the general field of QA has grown so large and diverse that it is
infeasible to survey all areas in one paper. In this literature review we will focus on techniques
developed for extracting answers of factoid questions. There are several motivations that drive us
to choose this particular area.

First of all, there exist clearly defined and relatively uncontroversial evaluation standards for
factoid QA. For some other types of questions such as definition questions, although there has
been some emerging standards (Voorhees 2003a; Lin and Demner-Fushman 2005), evaluation
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has remained somewhat controversial. In factoid QA, there is usually only one or at most a few
correct answers to a given question, and the answer in most cases is a single word token or a short
noun phrase. The system returns one or more ranked answer candidates for each question, and
they are judged manually for correctness. In TREC and CLEF, each answer candidate is assessed
as (Magnini et al. 2006):

1. correct: if neither more nor less than the information required by the question is
given. The answer needed to be supported by the docid of the document(s) in
which the exact answer was found, and the document has to be relevant.

2. unsupported: if either the docid was missing or wrong, or the supporting snippet
did not contain the exact answer.

3. inexact: if contained less or more information than that required by the question
(e.g. if question asks for year but answer contains both yearand month).

4. incorrect: if the answer does not provide the required information.

The “supported” evaluation criterion is not as straight-forward as it appears to be. There is a
grey area as to whether an answer should be assessed as “supported” when it matches the correct
answer text and also appears in the correct document but the context in which it appears does not
give enough information to support the answer. For example,suppose the answer to the question
“Which US president visited Japan in 2004?” is “George Bush”.Let us assume that the correct
document contains two occurrences of “George Bush”, as in “Shortly after George Bush won the
2004 election, he departed US for a South-East Asia tour ...”and in “On May 25th, George Bush
arrived at Narita Airport and started his first visit to Japan...”. In this case, if we were shown only
the first snippet, we cannot tell that George Bush is the answer to the question, and therefore the
first occurrence of the string “George Bush” should not be assessed as an answer. But in current
QA evaluations, as long as the answer string appeared in the relevant document, it is judged as
correct.

At the end, top1 and top5 accuracies and Mean Reciprocal Rank(MRR) scores are reported
for correct and correct+unsupported answers. TopN accuracy of correct answers is calculated as
the number of questions in which at least one of the top N answer candidates is correct, divided
by the total number of questions.
MRR is calculated as:

MRR =
1

N

N∑

i=1

1

rank(Qi)

whereN is the number of questions andrank(Qi) is the rank of the topmost correct answer of
questioni.

The second reason why we chose to survey factoid QA is becausethis task has been widely
studied over the years and there exist a variety of differentbut interesting techniques. Last but
not least, performance of the state-of-the-art factoid QA system for English is still in the low
70% range, it is our belief that there is plenty of room for further improvement. By reviewing
and comparing existing techniques in answer extraction, wehope to summarize past experiences
and shed light on new areas and directions for future exploration.

For readers who are interested in other types of questions and multilingual, cross-lingual QA
research, the overviews of the TREC, CLEF and NTCIR QA tracks(Voorhees 2003b; Magnini
et al. 2006; Yutaka Sasaki and Lin 2005) are good places to start.
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Evaluation # of Qs
TREC 8 (1999) 198
TREC 9 (2000) 692
TREC 10 (2001) 491
TREC 11 (2002) 499
TREC 12 (2003) 413
TREC 13 (2004) 231
NTCIR5 (2005) 200
CLEF 2006 200

Table 1
Summary of the number of test questions in recent TREC, CLEF and NTCIR tracks

The rest of this article is organized as the following: in Section 2, we will give a brief
overview of QA systems. We will introduce the three main modules usually found in QA systems
– question analysis, document retrieval and answer extraction, and explain their functionalities.
Then in Section 3, we will focus on the answer extraction module, and closely examine several
answer extraction techniques in the literature. In Section4, we will draw connections between
the answer extraction techniques that we discuss here and some of the recent advances in two
other related areas – Textual Entailment and Zero-anaphoraResolution. In Section 5 we will
point out some future directions that we think will be interesting to future research. Finally we
will give a conclusion in 6.

2. A Brief Overview of QA systems

In a QA evaluation track, each system is given a document collection, a set of training questions,
a gold-standard answer set, and a set of testing questions. The document collection consists of
newswire articles collected from one or multiple news agencies over usually a couple of years.
In most cases, these collections contain several million documents. The training set consists of
questions taken from past years’ test sets plus some additional ones. Both NTCIR and CLEF
give a pre-defined list of question types. In CLEF, the types are: Person, Organization, Location,
Time, Measure and Others; in NTCIR, the types are: Person, Organization, Location, Time, Date,
Money, Percent, Numex (Measure), Artifact. TREC does not have a pre-defined list, but TREC
questions include all of the above types and more fine-grained types (e.g. TREC has many
questions on “how did X die?”, and it is commonly categorizedas MANNER_OF_DEATH).
The distribution of these types varies from year to year, butthere are usually more Person,
Organization, Location and Date (Time) questions than other types. It is worth noting that to the
best of our knowledge, all QA systems in the literature use supervised-learning methods to train
their models, and therefore the amount of training data has asignificant impact on the system’s
performance. In recent TREC QA tracks, the number of factoidtraining questions has increased
to a couple of thousand. The number in NTCIR and CLEF has been significantly smaller, usually
only a few hundred. It could be a potential reason why the bestsystems in NTCIR and CLEF do
not have nearly as high accuracy as the systems in TREC. For testing, we have summarized the
different test set sizes in recent TREC, NTCIR and CLEF tracks in Table 1.

A typical QA system usually employs a pipeline architecturethat chains together three main
modules:
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r Question analysis module: this module processes the question, analyzes the
question type, and produces a set of keywords for retrieval.Depending on the
retrieval and answer extraction strategies, some questionanalysis module also
perform syntactic and semantic analysis of the questions, such as dependency
parsing and semantic role labeling.

r Document or passage retrieval module: this module takes thekeywords produced
by the question analysis module, and uses some search engineto perform
document or passage retrieval. Two of the most popular search engine used by
many QA systems are Indri (Metzler and Croft 2004) and Lucene1.

r Answer extraction module: given the top N relevant documents or passages from
the retrieval module, the answer extraction module performs detailed analysis and
pin-points the answer to the question. Usually answer extraction module produces
a list of answer candidates and ranks them according to some scoring functions.

In some systems, there are additional modules that provide extra functionalities. For example,
query expansion using external resources (e.g. the Web) is often performed since questions can be
quite short (e.g. When did Hitler die?), and thus only by taking keywords from the question may
not yield enough contextual information for effective retrieval. Another commonly employed
technique is called answer justification or answer projection (Sun et al. 2005b). The answer
justification module either takes the answer produced by thesystem and tries to verify it using
resources such as the Web, or it uses external databases or other knowledge sources to generate
the answer, and “project” it back into the collection to find the right documents.

3. Answer Extraction by Structural Information Matching

In this section, we will closely examine several answer extraction techniques. At a high abstrac-
tion level, different answer extraction approaches can be described in a general way. They find
answers by first recovering latent or hidden information on the question side and on the answer
sentence side, and then they locate answers by some kind of structure matching.

Under this generic view, we will focus our discussion aroundthe following questions:

r What sources of information are useful for finding answers?

r How do we obtain and represent useful information?

r How do we combine multiple information sources in making a unified decision?

3.1 Identifying useful information for extracting answers

Before we examine specific methods and models for extractinganswers, it is worth spending
some time to think about what kind of information is useful inhelping us finding answers. Early
TREC systems focus on exploiting surface text information by either hand-crafting patterns or
automatically acquiring surface text patterns (Soubbotinand Soubbotin 2001; Ravichandran and
Hovy 2002). There are a few shortcomings of this approach. First of all, manually constructed
surface patterns usually give good precision but poor recall. Although automatic learning of these
patterns explicitly address this issue (Ravichandran and Hovy 2002), low recall is still identified
as the major cause of bad performance in many pattern-based approaches (Xu, Licuanan, and

1http://lucene.apache.org/
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Weischedel 2003). One solution to this problem is to combinepatterns with other statistical
methods. For example, Ravichandran, Ittycheriah and Roukos (2003) first extracted a set of
22,353 patterns using the approach described in (Ravichandran and Hovy 2002), then they used
a maximum-entropy classifier to learn the appropriate weights of these patterns, on a training
set that has 4,900 questions. Another problem as discussed by Ravichandran and Hovy (2002) is
that surface patterns cannot capture long-distance dependencies. This problem can be addressed
by recovering syntactic structures in the answer sentences, and enhance the patterns with such
linguistic constructs (Peng et al. 2005).

Another source of information that is used by almost all question answering systems is
named-entity (NE). The idea is that factoid questions fall into several distinctive types, such as
“location”, “date”, “person”, etc. Assuming that we can recognize the question type correctly,
then the potential answer candidates can be limited down to afew NE types that correspond
to the question type. Intuitively, if the question is askingfor a date, then an answer string that
is identified to be a location type named-entity is not likelyto be the correct answer. However,
it is important to bear in mind that neither question type classification nor NE recognition are
perfect in the real world. Therefore, although systems can benefit from having fewer answer
candidates to consider, using question type and named-entity to rule out answer candidates
deterministically (Lee et al. 2005; Yang et al. 2003) can be harmful when classification and
recognition errors occur. We will survey models that use NE information in combination with
other sources of information in Section 3.3.

The aforementioned two types of information – sentence surface text patterns and answer
candidate NE type – both come from the answer sentence side. The only information we have
extracted from the question side is the question type, whichis used for selecting patterns and NE
types for matching. The structural information in the question sentence, which is not available
in inputs in many other tasks (e.g. ad-hoc document retrieval), has not yet been fully-utilized.
Recognizing this unique input source information, there have been many recent work on finding
ways to better utilize structural information, and we will review them next.

3.2 Structural Information Extraction and Representation

Only recently have we started seeing work demonstrating significant performance gains using
syntax in answer extraction (Shen and Klakow 2006; Sun et al.2005a; Cui et al. 2005). As Katz
and Lin (2003) pointed out, most early experiments that tried to bring in syntactic or semantic
features to IR and QA showed little performance gain, and often resulted in performance
degradation (Litkowski 1999; Attardi et al. 2001). (Katz and Lin 2003) suggested that one should
use syntactic relations selectively only when it is helpful. In their paper, they identified two
specific linguistic phenomena, namely “semantic symmetry”and “ambiguous modification”,
and derived ternary expressions such as “bird eats snake” and “largest adjmod planet” from
dependency parse trees. On a small hand-selected test set that consists of 16 questions, they
showed that using ternary expressions for semantic indexing and matching achieved a precision
of 0.84 ± 0.11 while keyword based matching achieved only0.29 ± 0.11 in precision. Another
case of selectively using syntactic features is the work by Li (2003). In her work, six syntactically
motivated heuristic factors were employed:

1. the size of the longest phrase in the question matched in the answer sentence.

2. the surface distance between answer candidate and the main verb in the answer
sentence.
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3. for “PERSON” type questions, a Boolean feature indicateswhether the syntactic
relationship (either “passive” or “active”) between the answer candidate and the
main verb is the same as the relationship in the question.

4. for “LOCATION” type questions, check the presence of possessive construct.

5. for “PERSON” type questions, check if both the answer candidate and all question
keywords fall inside a adjective noun phrase.

Li (2003) tested these factors on the TREC-9 questions, and showed a 7.8% improvement over
the baseline systems. A set of linguistically motivated syntactic patterns were also used in IBM’s
QA system for TREC-10 (Ittycheriah, Franz, and Roukos 2001). The three types of linguistic
constructs listed in their paper are:

1. Is-relationship: a feature that activates when the answer candidate is the subject or
object of a “be” verb.

2. Apposition: a feature that activates when the answer candidate is followed or
preceded immediately by a comma

3. Subject-Verb/Verb-Object: a feature that activates when the answer candidate is
the subject or object of a non-stopword verb.

A very similar set of linguistic features were also used in (Peng et al. 2005) for definitional QA.
To use syntactic and semantic structural and relational information, there is also a question of

what granularity level we should represent these relations. If we were to perform exact matching
of the syntactic relations between question sentence and answer sentence, we should have directly
compared the syntactic sub-tree that contain keywords found in both sentence and also the
question word and answer candidate word. But as often noticed, such a direct comparison results
in severe data sparsity. Researchers have taken different approaches to reduce the data sparseness
problem by transforming the syntactic or semantic relation.

Sun et al. (2005b) computed semantic similarities between the predicate-argument structures
in the question and in the answer sentence. Instead of comparing each argument position
separately, they ignored the difference between argument types, and used Jaccard coefficient
to measure similarity between the sets of words that formed the arguments in the question and in
the answer sentence.

In an earlier work, (Sun et al. 2005a; Cui et al. 2005) computed similarity between two
dependency parse paths by first decomposing the paths into individual links, and then find all
possible alignments between link fragments, and compute the mutual information between any
pair of dependency link. The formula they gave was:

Sim(PQ, PA) = ǫ

1+len(PQ)len(PA) argmax all_possible_alignment

∑
i,j MI(Rel

Q
i , RelAj )

and the mutual information between a pair of dependency links was defined as:

MI(Rel0, Rel1) = log
P

α×δ(Rel0,Rel1)
fQ(Rel0)×fA(Rel1)

wherefQ(Rel) andfA(Rel) represent the count of Rel in the question and answer sentence,
respectively.δ(Rel0, Rel1) is 1 whenRel0 and Rel1 appear in a question answer sentence
pair, α is inversely proportional to the number of relation pairs for which δ is 1. Note that
the claimed that this is a Mutual Information measure is a little far-stretched. Theδ term is
not a marginal joint probability ofRel0 and Rel1, and thefQ and fA terms are measured
over different distributions (questions and answer sentences). This heuristic is closer in form
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to Pointwise Mutual information (PMI), which is defined overvalues of random variables (if we
think of a link as a random variable and the link types as values).

Instead of iterating over all possible alignment to computethe argmax, Shen and
Klakow (2006) adapted the Dynamic Time Warping algorithm (Rabiner, Rosenberg, and Levin-
son 1978) for finding the best alignment with variable segment length but keeps the monotonicity
of the aligned sequences. They used the same PMI-like heuristic between dependency links as a
measure of similarity, but the final scoring of a pair of dependency path also takes into account
phrase mapping scores of the words at the ends of the path. Theability to use stemming, synonym
expansion and other form alternation techniques for approximate matching of words gained them
more robustness and higher recall.

In an earlier work by Shen et al. (2005), a tree kernel function was used to compute the
similarity between two dependency parse trees. They used a constituent parser to derive the
syntactic parse tree, and then transform it into a dependency parse tree using hand-written rules.
For each node in the dependency tree, they incorporated POS tag identity features, syntactic tag
identity features, orthographic features (e.g. is the wordcapitalized?) and role features (is this
word the answer candidate, or a question keyword?). Partialmatching using tree kernels showed
a good increase in matching coverage (from 24.32% coverage using exact matching to 49.94%
coverage using tree kernels), but the accuracy increase wasmarginal (a 3% relative increase in
top1 accuracy).

In decomposing a dependency path and sum over the similarities between individual links,
we lose the order information encoded along the path. Bouma et al. (2005) presented a method
that tries to find equivalence relations between dependencypaths directly in a QA system
for Dutch language. They implemented about 13 equivalence rules that captures dependency
relations that expresses the same semantic meaning but withslight variation in forms.

If Bouma et al. (2005)’s approach represents the fine-grained end of the granularity spectrum
in using dependency link structure, then the method proposed in (Punyakanok, Roth, and Yih
2004) is analogous to the coarse-grained end. They measuredthe similarity between a question
and an answer sentence by computing the tree edit-distance of the two dependency parse trees.
Compared with a baseline system using only bag-of-word features, their method showed a 39%
relative increase in finding the correct document. Note thattheir system only finds the documents
that contain answer, but does not pin-point the answer string. Tanev et al. (2005) borrowed the
idea and used tree edit-distance as similarity measure for find answer strings in an Italian to
English Cross-lingual QA system. However, their result wasa somewhat disheartening. They
only achieved an accuracy of 5.8% using the tree edit-distance approach.

3.3 Models for combining multiple sources of information in answer scoring

Nearly all QA systems use evidence from multiple sources to decide what the best answer is for
a given question. Therefore inevitably, we need to define some model or some scoring function
to combine different sources of evidence. Lee et al.(2005) first decided the NE type of answer
candidates based on the question type, and then ranked answer candidates based on four types of
evidence:

1. the count of NE types that occurred in the question occurring in the answer
sentence, normalized by the number of NE types occurred in the question

2. the count of constraints other than NE type constraint that occurred in the question
occurring in the answer sentence, normalized by the number of constraints
occurred in the question
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3. a pre-set score when the answer candidate string containsthe identified question
focus string

4. a pre-set score the answer candidate string appear in the answer sentence next to a
term that contains the question focus string

Each listed condition will give a normalized score if satisfied, and the final scoring function is
the sum of these scores.

Another example of ad-hoc feature weighting is the TREC-9 system described in (Ittycheriah
et al. 2001). In the answer selection module, the following distance metrics are computed for each
3 sentences window:

1. Matching words: the sum of TFIDF scores of the question words appear in the 3
sentence window

2. Thesaurus match: the sum of TFIDF scores of the question words whose thesaurus
matching by WordNet appear in the 3 sentence window

3. Mis-matching words: the sum of TFIDF scores of the question words that do not
appear in the 3 sentence window

4. Dispersion: the number of words in the answer sentence that occur between
matched question words

5. Cluster words: the number of words that occur next to each other in both the
answer sentence window and the question

Having computed these distance metrics, they used an ad-hocscoring function which was not
detailed in the paper to combine these metrics.

Linear sum of feature values with manually selected weightscan be found in many other
systems (Li 2003; Bouma et al. 2005). Beyond the ad-hoc nature of these approaches that rely
on manually assigned weights, there are some more severe drawbacks. First of all, having to
manually assign weights means that the number of features the system can consider is very
limited. One can hardly hope that weights manually assignedto a handful of features would
remain meaningful and optimal, not to mention hundreds of features as were employed in some
systems. Secondly, a system tuned in this way is not likely togive robust performance across
different collections and test sets.

In the TREC-10 IBM system (Ittycheriah, Franz, and Roukos 2001) a maximum-entropy
model was used for automatically learning features weightsand combining multiple features. In
the maximum entropy model, the probability of the event thatan answer candidateA is correct
given questionQ is defined as:

p(x = C|A,Q) =
exp ~f(x = C,A,Q) · ~θ

exp ~f(x = C,A,Q) · ~θ + exp ~f(x = W,A,Q) · ~θ

Herex is the judgment ofA. It is a binary random variable that can take on values of either
C(correct) orW (wrong). ~f is a feature vector and~θ are the feature weights. Inputs to their
model were the question and the answer string. The model onlyhas one binary random variable
and therefore inference is very straight-forward. A total of 31 features were used in the system.
They were mainly identity features over named-entity typesand certain pre-defined syntactic
patterns. They obtained a 34.5% improvement over the TREC-9system.
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The same MaxEnt model was subsequently adopted by many othersystems and showed
consistent improvement over ad-hoc scoring functions (Shen and Klakow 2006; Shen, Kruijff,
and Klakow 2005). When Shen and Klakow (Shen and Klakow 2006) decomposed dependency
paths into link segments and computed correlation of each aligned link pair using PMI-like
heuristic, they did not sum over the link pairs as Cui et al. (2005) did. Instead they used each
link type pair as a feature in the MaxEnt model, and learned different weights for different link
pairs. (Echihabi et al. 2005) used a MaxEnt model to combine the predictions of three different
answer extraction modules: a knowledge base extraction module, a pattern-based module and
a statistical based module that models answer extraction using a noisy-channel paradigm. They
used 48 different types of features in the MaxEnt model, and these features can be classified into
four main categories:

r Component-specific: the score and rank output produced by each individual
answer extraction module

r Redundancy-specific: the count of answer candidate in the collection, and also the
log and square root of the count

r Qtarget-specific: the combination of some classes of question type with the score
of individual extraction module

r Blatant-error-specific: a set of features that aim at eliminating obvious errors (such
as answers do not contain pronouns)

The final top1 score after MaxEnt re-ranking is 47.21%, whilethe highest individual answer ex-
traction module only achieved 35.83% (the knowledge-basedextraction module). Those results
suggest that automatically learning feature weights is a very effective technique in combining
multiple sources of evidence.

Shen and Klakow (2006) replicated results of some of the key earlier work in answer
extraction. They compared the performance of different approaches under the same experimental
set up, which serves as a nice summary of some of the techniques we have discussed. The
comparison is shown in Table 2.

4. Connections with related areas

All the systems and techniques we have surveyed so far residewithin the QA research domain.
However, we noticed that advances in some other research areas bear close proximity to tech-
niques we surveyed here.

One of the most evident examples is the work in Textual Entailment. The task of textual
entailment is to recognize semantic entailment for any given pair of sentences. For example,
“no cat talks” entails “my cat doesn’t talk”, while “my cat talks” does not entail “all cats talk”.
(Haghighi, Ng, and Manning 2005) proposed an approach by representing each sentence in the
pair as a directed acyclic graph, where the nodes are lexicalwords and edges are dependency
relations between words. They perform graph matching via node and link alignment, and judge
entailment based on the amount of matched content. At a higher abstraction level, this is very
similar to Shen and Klakow (2006)’s work. Given the questionsentence and potential answer
sentence as the pair, Shen and Klakow also created two graphsrepresented by dependency parse
structure. Then instead of taking the full graph, they took the subgraphs that only contain links
that have the answer candidate node or question word node as one end, and perform graph
matching.
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Method Highlights MRR Top1 Top5
Density (similar to Li 2003) answer candidate is chosen accord-

ing to surface distance to question
phrases

0.45 0.36 0.56

SynPattern(Shen, Kruijff &
Klakow 2005)

automatically extracted syntactic
relation patterns; partial dep-parse
tree matching using tree kernel

0.56 0.53 0.60

StrictMatch (similar to
Tanev et al. 2005)

strict dependency relation match-
ing; correlation score is 1 if the two
relations match exactly, 0 otherwise

0.57 0.49 0.67

ApprMatch (Cui et al. 2005) approximate dependency relation
matching by decomposing dep-path
into link segments; using PMI-like
heuristics to estimate link pair cor-
relation; sum over link pairs to get
candidate scores

0.60 0.53 0.70

CorME (Shen & Klakow
2006)

approximate dependency relation
matching as in ApprMatch; use
MaxEnt model to assign differ-
ent weights to different link pairs;
incorporate word/phrase mapping
score into path correlation measure

0.67 0.62 0.74

Table 2
Comparison of different answer extraction techniques using TREC 99-03 questions for training and TREC
04 questions for testing. The experiments assume gold-standard answer typing and only documents that
contain correct answers were used as input.

Perhaps even more similar to Shen and Klakow (2006) is the work done by MacCartney et
al. (2006). Instead of judging entailment direcly based on graph matching, they treated graph
matching as a first step. Using graph matching results as features, and together with other
global features such as polarity and antonym features that would have not easily fit into the first
step model. They designed a logistic regression classifier as the second step to make the final
entailment judgment. Shen and Klakow (2006) also took the graph matching results as features,
and used a maximum entropy classifier to produce the final ranking of answer candidates.

Another example is (Iida, Inui, and Matsumoto 2006) on usingsyntactic patterns in Zero-
anaphora Resolution. The definition of zero-anaphora as given by Iida et al. is “a gap in a sentence
that has an anaphoric function similar to a pro-form (e.g. pronoun)”. Examples of zero-anaphora
can be found in their paper and thus are omitted here. There are lots of details in their paper
specific to the zero-anaphora resolution task, but what is ofinterest to us is their model for
intra-sentential zero-anaphora resolution (intra-sentential means the antecedent occurs within
the same sentence as the zero-pronoun), called “tournamentmodel”. The tournament model
assigns a probability to each word in the sentence (except the zero-pronoun word) for being
the antecedent and ranks them. This is similar to the way Shenand Klakow (2006) and Cui et
al. (2005) ranks each word in candidate answer sentence for being the actual answer. To rank
each candidate antecedent word, Iida et al. produced the dependency parse tree of the sentence,
and extracted dependency path between the zero-pronoun word and the candidate antecedent
word. This dependency path is then fed to a boosting classifier, in which each decision stump is
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associated with a subtree, much similar to syntactic relation patterns with individually learned
scores in (Shen and Klakow 2006). Some other hand-selected heuristics were also used as
features in the boosting classifier in (Iida, Inui, and Matsumoto 2006), again similar to the way
orthographic features and NE features were used in (Shen andKlakow 2006; Shen, Kruijff, and
Klakow 2005).

5. Future directions

From the systems and techniques we reviewed in Section 3, we observe a trend that more syntax
is coming into this line of research. But there are a few prominent deficiencies in the current
approaches. The real challenge in answer extraction is to recognize syntactic and semantic
variations when a question is expressed in the answer text. For example, in the question “how
did X die” and answer sentence “Y killed X”, both syntactic structure and semantic structure
changed when we used word “kill” (a killing event) to express“die” (a dying event). The way
Shen and Klakow (2006) and Sun et al. (2005a) recognized syntactic equivalence is by first
decomposing dependency path into individual segments, then used alignment algorithms (DTW
in (Shen and Klakow 2006) and permutation (Sun et al. 2005a))that do not preserve the linguistic
information encoded in the sequence, and finally sum up the similarity measure of each segment
based on PMI-like heuristic. One may argue that this is an over-simplistic and too coarse-grained
model. Also, although (Shen and Klakow 2006) used a MaxEnt model to learn different weights
for different link types, it only combines different types of dependency features without any
structural constraint. We think that there is definitely interesting work to be done in learning the
structural equivalence and transformation using more expressive models. But for more powerful
models, we will inevitably run into data sparsity problems.It is not clear at this point whether
the data we have now is sufficient of not, and there is also a question that whether we are making
full use of the data we have. Another related direction is to go beyond syntax and explore more
semantic level information. We hope to see more interestingwork along these lines in the near
future.

6. Conclusion

In this paper, we surveyed a variety of techniques in answer extraction for factoid question
answering. We have seen a movement from earlier simple models that do not explore much of the
syntactic or semantic structural information to more recent models to more recent models that
measures question and answer similarities based on dependency structures and uses maximum-
entropy models to automatically learn weights to combine multiple sources of information. We
analyzed the similarities and connections with related work in Textual Entailment and Zero-
anaphora Resolution domains. Lastly, as a result of this survey, we have found that the full
potential of using dependency structures to recognize answer and question equivalence has not
yet been fully explored. The models that current QA systems employ for finding structural
matching have remained somewhat ad-hoc. Clever models and ways of using syntactic and
semantic information in answer extraction are still open tofuture research.
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