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Recall:
Few-shot 
Learning with 
LLMs
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 Suppose you have…

1. a small labelled dataset (i.e., a few-shot setting), 𝒟

2. a very large pre-trained language model

 There are two ways to “learn”:

A. Supervised fine-tuning i.e., updating the LLM’s 

parameters using

1. a standard supervised objective

2. backpropagation to compute gradients

3. your favorite optimizer (e.g., Adam) 

 Con: backpropagation requires ~3x the memory and 

computation time as the forward computation

 Con: you might not have access to the model parameters
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 Suppose you have…

1. a small labelled dataset (i.e., a few-shot setting), 𝒟

2. a very large pre-trained language model

 There are two ways to “learn”:

B. In-context learning i.e., feeding the training dataset to the 

LLM as a prompt and taking the output as a prediction

 the LLM (hopefully) infers patterns in the training 

dataset during inference (i.e., decoding)

 Pro: no backpropagation required and only one pass 

through the training dataset per test example

 Pro: does not require access to the model parameters, 

only API access to the model itself

 Con: the prompt may be very long and Transformer LMs 

require 𝑂(𝑁2) time/space where 𝑁 = length of context



 Standard setup: a set of input/output pairs from a 

training dataset are presented in sequence to an LLM, 

typically along with a plain-text task description

Recall:
Few-shot 
Learning via
In-context 
Learning with 
LLMs
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 In-context learning is surprisingly sensitive to…

1. the order the training examples are presented in

2. label imbalance (e.g. # of positive vs. # of negative)

3. the number of unique labels in the training dataset

 In-context learning is surprisingly insensitive to…

1. the correctness of the labels!

2. the amount of training data used in the prompt!
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 In-context learning is surprisingly sensitive to…

1. the order the training examples are presented in

2. label imbalance (e.g. # of positive vs. # of negative)

3. the number of unique labels in the training dataset

 In-context learning is surprisingly insensitive to…

1. the correctness of the labels!

2. the amount of training data used in the prompt!

So why does 
this work? Why 
is it better than 
zero-shot 
learning?



 Min et al. (2022) identified four meaningful factors:

 Another potentially meaningful aspect of in-context 

learning: what exactly are we asking the LLM? 

Few-shot 
In-context 
Learning with 
LLMs

10/2/24 8Source: http://arxiv.org/abs/2202.12837 

http://arxiv.org/abs/2202.12837


Prompt 
Engineering

 Not all prompts are equally good! 

 Example: zero-shot news article classification using 

OPT-175B on the AG News dataset

 What affects the accuracy associated with using a prompt?

 One potential answer: how likely the prompt is under the 

learned model’s implied distribution over sequences
10/2/24 9Source: https://arxiv.org/pdf/2212.04037 

https://arxiv.org/pdf/2212.04037


 Not all prompts are equally good! 

 Example: zero-shot news article classification using 

OPT-175B on the AG News dataset

 Perplexity is the 

exponentiated 

average negative 

log-likelihood of a 

sequence

 Lower perplexity = 

higher likelihood

Prompt 
Engineering
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 Not all prompts are equally good! 

 Example: zero-shot news article classification using 

OPT-175B on the AG News dataset

 Perplexity is the 

exponentiated 

average negative 

log-likelihood of a 

sequence

 Lower perplexity = 

higher likelihood

Prompt 
Engineering
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Learning to 
Prompt

 Some ways of learning better prompts for your task:

1. Prompt paraphrasing – programmatically generate 

and test many different prompts from a paraphrase 

model, then pick the one that works best

2. Gradient-based search – use optimization to search 

for the discrete representation of the prompt that 

makes the desired output most likely

3. Prompt tuning – directly optimize the embeddings 

that are input into the LLM, without bothering to 

construct a discrete representation of the prompt
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Chain-of-
Thought 
Prompting

 Insight: literally just asking an LLM to reason about its 

answer can improve its in-context performance 

 Chain-of-thought prompting provides examples of  

reasoning in the in-context training examples

10/2/24 13Source: http://arxiv.org/abs/2201.11903 
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 Chain-of-thought prompting provides examples of  

reasoning in the in-context training examples
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 Insight: literally just asking an LLM to reason about its 

answer can improve its in-context performance 

 Chain-of-thought prompting provides examples of  

reasoning in the in-context training examplesChain-of-
Thought 
Prompting
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 Insight: literally just asking an LLM to reason about its 

answer can improve its in-context performance 

 Chain-of-thought prompting provides examples of  

reasoning in the in-context training examplesChain-of-
Thought 
Prompting
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 Insight: literally just asking an LLM to reason about its 

answer can improve its in-context performance 

 Chain-of-thought prompting provides examples of  

reasoning in the in-context training examplesChain-of-
Thought 
Prompting
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https://openai.com/index/learning-to-reason-with-llms/


 Summarization

Recall:
Zero-shot 
Learning with 
LLMs
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Story: Jason listened to the weather 
and heard it was going to be sunny. 
He thought the kids might like to go 
swimming. He gathered up the 
swimsuits, towels and sunscreen. 
Jason and the kids got into the truck 
and drove to the beach. They spent 
the next 2 hours playing and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

Prompt: Model output (Llama-2-70B):

Source: https://arxiv.org/pdf/1910.00998.pdf 

Sure! Here is a one-sentence 
summary of the story:

Jason and the kids went on a fun-
filled day at the beach, playing and 
splashing in the surf after gathering 
all the necessary items, including 
swimsuits, towels, and sunscreen.

Model output (Llama-2-7B Chat):

https://arxiv.org/pdf/1910.00998.pdf


Instruction 
Fine-Tuning
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 LLMs are trained to reduce the perplexity of its training 

corpus i.e., it’s good at completing _________

 Issue: an interactive agent (e.g., a chatbot) can’t just 

predict what comes next, it needs to behave in a certain 

way (e.g., conversationally)

 We need to align the LLM with the expectations of a 

human user for a given task

 Idea: build a “chatbot” training dataset and use it to 

fine-tune the LLM

 This approach is called instruction fine-tuning, 

chat fine-tuning, alignment, behavioral fine-tuning, etc…



So how could we build 
such a dataset? Where 
can we get...

 LLMs are trained to reduce the perplexity of its training 

corpus i.e., it’s good at completing _________

 Issue: an interactive agent (e.g., a chatbot) can’t just 

predict what comes next, it needs to behave in a certain 

way (e.g., conversationally)

 We need to align the LLM with the expectations of a 

human user for a given task

 Idea: build a “chatbot” training dataset and use it to 

fine-tune the LLM

 This approach is called instruction fine-tuning, 

chat fine-tuning, alignment, behavioral fine-tuning, etc…
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• Prompts?

• Response?



Instruction 
Fine-Tuning
Dataset: 
InstructGPT

 Consists of 13k 

prompt/response pairs

 Human labelers wrote both 

an instruction prompt and a 

demonstration response

 Some prompts were taken 

from early users of the 

OpenAI API, and labelers 

wrote the demo response

 All data is closed source
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https://arxiv.org/pdf/2203.02155


Instruction 
Fine-Tuning
Dataset: 
Dolly

 Consists of 15k 

prompt/response pairs

 Employees of 

DataBricks wrote all the 

prompt/response pairs



 All data is open source!
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https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Response

General 
Q&A

What is best 
Playstation or 
Xbox?

Playstation and Xbox are two competing game 
consoles, where which is "best" will depend on the 
preferences of the gamer. From a graphics and 
performance perspective they are comparable, with 
Sony's Playstation technically leading, though most 
gamers would be unlikely to notice a significant 
difference. From a game library perspective, both 
consoles have their respective first-party titles that 
appeal to different demographics. For example, 
Microsoft has seen great popularity due to popular 
title Halo being exclusively available on the console. On 
the other hand, Playstation has popular exclusive titles 
such as God of War and Gran Turismo. Ultimately the 
decision of which console is best will likely come down 
to which games titles the purchaser prefers.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Response

Open Q&A What 
individual has 
won the most 
Olympic gold 
medals in the 
history of the 
games?

Michael Phelps has won the most gold medals of all 
time with 23 golds.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Context Response

Closed 
Q&A

When was the 
first Reading 
railway station 
opened?

Reading railway station is a major 
transport hub in Reading, Berkshire, 
England. It is on the northern edge of 
the town centre, near the main retail 
and commercial areas and the River 
Thames, 36 miles (58 km) from 
London Paddington. The first Reading 
station was opened on 30 March 1840 
as the temporary western terminus of 
the original line of the Great Western 
Railway (GWR). Reading is the ninth-
busiest station in the UK outside 
London and the second busiest 
interchange station outside London 
with over 3.8 million passengers 
changing trains at the station annually.

The first 
Reading 
railway 
station was 
opened on 
the 30th of 
March, 1840.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Context Response

Information 
Extraction

Extract all of 
the dates 
mentioned in 
this 
paragraph 
and list them 
using bullets 
in the format 
{Date} - 
{Description}

Daniel Leavitt was born 
November 16, 1813, at 
Rye, New Hampshire, the 
son of Benning Leavitt, 
influential businessman, 
state senator, county 
commissioner and later 
Chicopee Selectman, and 
his wife Olive (Jenness) 
Leavitt. Daniel Leavitt 
married in 1838 at West 
Springfield, 
Massachusetts, Ruth 
Jeannette Ball. They had 
three children.

• November 16, 1813 - 
This is when Daniel 
Leavitt was born 
• 1838 - This is when 
Daniel Leavitt married his 
wife Ruth Jeannette Ball.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Response

Brainstorming What are some unique 
curtain tie backs that you 
can make yourself?

There are many items you can use to 
make a curtain tie back. Some ideas for 
this include a chain, a circle and pin, 
jute rope, wooden beaded rope, a 
necklack or bracelet, a door knob, a 
length of a leather belt, macrame rope, 
or a string of artificial flowers.

Classification Identify which instrument 
is string or percussion: 
Cantaro, Gudok

Gudok is string, Cantaro is percussion.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


Instruction 
Fine-Tuning
Dataset: 
Dolly
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Category Instruction Response

Creative 
Writing

Write a haiku about how 
much I love pickles.

Caressed by sweet brine, you are crispy 
and crunchy. Oh, won’t you be mine?

Creative 
Writing

What should I do on a free 
afternoon in San 
Francisco?

You can visit and take photos at San 
Francisco's landmarks such as Pier 39 or 
Golden Gate Bridge. If you enjoy 
walking outdoors, there are several 
large parks in the city. You can visit 
Golden Gate Park and the various 
attractions and museums located in the 
park. The Presidio is also a popular park 
where you can get some of the best 
views of Golden Gate Bridge.

https://huggingface.co/datasets/databricks/databricks-dolly-15k


 Key idea: programmatically build instruction fine-tuning 

examples from existing NLP tasks (12 tasks, 62 datasets)

 For each NLP task/dataset, Flan created 10 templates e.g.,

Instruction 
Fine-Tuning
Dataset: 
Flan
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https://arxiv.org/pdf/2109.01652


Source: https://arxiv.org/pdf/2301.13688 

Instruction 
Fine-Tuning
Datasets
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https://arxiv.org/pdf/2301.13688


Source: https://arxiv.org/pdf/2301.13688 

Instruction 
Fine-Tuning
Models
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 Key takeaway: instruction fine-tuned models are often 

very effective at a much smaller scale than typical LLMs

https://arxiv.org/pdf/2301.13688


Source: https://arxiv.org/pdf/2301.13688 

Idea: What if 
we could get an 
LLM to 
generate its 
own fine-tuning 
dataset? How 
would we make 
sure the 
responses were 
“good”?
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 Key takeaway: instruction fine-tuned models are often 

very effective at a much smaller scale than typical LLMs

https://arxiv.org/pdf/2301.13688


Reinforcement 
Learning from 
Human 
Feedback

 InstructGPT uses Reinforcement Learning with Human 

Feedback (RLHF) to further fine-tune an already 

instruction fine-tuned version of GPT3

 “In human evaluations on our prompt distribution, 

outputs from the 1.3B parameter InstructGPT model 

are preferred to outputs from the 175B GPT-3, despite 

having 100x fewer parameters.”
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https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning from 
Human 
Feedback
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https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning from 
Human 
Feedback

10/2/24 35Source: https://arxiv.org/pdf/2203.02155 

• Step 1 performs instruction fine-

tuning on 13k training examples

• This aligns the model behavior with 

what we would expect of a chat agent 

but the diversity of the responses 

might be limited because of the small 

(and potentially not representative) 

training data

https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning from 
Human 
Feedback
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• In Step 2, the 

model takes 33k 

prompts and 

samples 

𝐾 ∈ {4, … , 9} 

responses from 

the instruction 

fine-tuned model 

for each one

• Then, a human 

labeler ranks all 

the responses

https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning from 
Human 
Feedback: 
Ranking 
Interface 
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http://arxiv.org/abs/2204.05862


Reinforcement 
Learning from 
Human 
Feedback: 
Reward 
Model
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• In Step 2, the 

model takes 33k 

prompts and 

samples 

𝐾 ∈ {4, … , 9} 

responses from 

the instruction 

fine-tuned model 

for each one

• Then, a human 

labeler ranks all 

the responses

https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning from 
Human 
Feedback: 
Reward 
Model
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• The reward model is a smaller LLM (e.g., 6B vs. 175B 

parameters), but with the softmax over words 

replaced with a linear layer so that it outputs a scalar 

value, i.e. the reward of some (prompt, response) pair

• This regression model is trained so that rewards of 

higher-ranking responses, 𝑦𝑤, are larger than those of 

the lower-ranking responses, 𝑦𝑙:

ℓ 𝜃 = −
1
𝐾
2

𝔼 𝑥,𝑦𝑤,𝑦𝑙 ∼ 𝒟 log 𝜎(𝑟𝜃 𝑥, 𝑦𝑤 − 𝑟𝜃 𝑥, 𝑦𝑙

where 𝑥 is the prompt, 𝐾 is the number of responses 

for prompt 𝑥, 𝒟 is the set of human labelled 

preferences, and 𝑟𝜃  is the reward model



Reinforcement 
Learning from 
Human 
Feedback: 
Reward 
Model
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• The reward model is a smaller LLM (e.g., 6B vs. 175B 

parameters), but with the softmax over words 

replaced with a linear layer so that it outputs a scalar 

value, i.e. the reward of some (prompt, response) pair

• This regression model is trained so that rewards of 

higher-ranking responses, 𝑦𝑤, are larger than those of 

the lower-ranking responses, 𝑦𝑙:

ℓ 𝜃 = −
1
𝐾
2

𝔼 𝑥,𝑦𝑤,𝑦𝑙 ∼ 𝒟 log 𝜎(𝑟𝜃 𝑥, 𝑦𝑤 − 𝑟𝜃 𝑥, 𝑦𝑙

 During training, all 𝐾
2

 pairwise rankings for a prompt 

are kept together in a batch for efficiency/stability



Okay so now 
what do we do 
with this 
thing…? 
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• The reward model is a smaller LLM (e.g., 6B vs. 175B 

parameters), but with the softmax over words 

replaced with a linear layer so that it outputs a scalar 

value, i.e. the reward of some (prompt, response) pair

• This regression model is trained so that rewards of 

higher-ranking responses, 𝑦𝑤, are larger than those of 

the lower-ranking responses, 𝑦𝑙:

ℓ 𝜃 = −
1
𝐾
2

𝔼 𝑥,𝑦𝑤,𝑦𝑙 ∼ 𝒟 log 𝜎(𝑟𝜃 𝑥, 𝑦𝑤 − 𝑟𝜃 𝑥, 𝑦𝑙

 During training, all 𝐾
2

 pairwise rankings for a prompt 

are kept together in a batch for efficiency/stability



Okay so now 
what do we do 
with this 
thing…? 
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https://arxiv.org/pdf/2203.02155


Reinforcement 
Learning: 
Problem 
Formulation

4310/2/24

 State space, 𝒮

 Action space, 𝒜

 Reward function 

 Stochastic, 𝑝 𝑟 𝑠, 𝑎)

 Deterministic, 𝑅:  𝒮 ×  𝒜 → ℝ

 Transition function

 Stochastic, 𝑝 𝑠′ 𝑠, 𝑎)

 Deterministic, 𝛿:  𝒮 ×  𝒜 → 𝒮



Reinforcement 
Learning: 
Problem 
Formulation 
for Fine-tuning 
LLMs

 State space, 𝒮 = all possible sequences of tokens

 Action space, 𝒜 = vocabulary of next tokens

 Reward function 

 Stochastic, 𝑝 𝑟 𝑠, 𝑎)

 Deterministic reward based on reward model 

trained on human feedback, 𝑅𝜃

 𝑅𝜃  is a bit of weird reward function from an RL 

perspective: it returns 0 ∀ 𝑎 ≠ EOS and 

𝑟𝜃 𝑥, 𝑠, 𝑎 − 𝑥  otherwise

 Transition function

 Stochastic, 𝑝 𝑠′ 𝑠, 𝑎)

 Deterministic, 𝛿 𝑠, 𝑎 = 𝑠, 𝑎 4410/2/24



Reinforcement 
Learning: 
Object of 
Interest

 A stochastic, parametrized policy, 𝜋𝜙 𝑎 𝑠

 Specifies a distribution over actions in every state

 An episode Τ = 𝑠0, 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇  is one run of an agent 

through the system ending in a terminal state, 𝒔𝑇

 The stochastic policy induces a distribution over episodes 

𝑝𝜙 Τ = 𝑝 𝑠0, 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇

𝑝Θ Τ = 𝑝 𝑠0 ෑ

𝑡=0

𝑇−1

𝑝 𝑠𝑡+1 𝑠𝑡 , 𝑎𝑡) 𝜋𝜙 𝑎𝑡 𝑠𝑡
4510/2/24

𝑠𝑡 𝜙

𝑝 𝑎1|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎1 𝑠𝑡

𝑝 𝑎2|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎2 𝑠𝑡

𝑝 𝑎 𝒜 |𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎 𝒜 𝑠𝑡

⋮
Model:



Reinforcement 
Learning: 
Object of 
Interest for 
Fine-tuning 
LLMs

 The LLM to be fine-tuned, 𝜋𝜙 𝑎 𝑠

 Specifies a distribution over next tokens given any input 

sequence

 An episode Τ = 𝑥, 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇  is one completion of 

the prompt 𝑥, ending in an EOS token

 The LLM induces a distribution over possible completions

𝑝𝜙 Τ = 𝑝 𝑎0, 𝑠1, 𝑎1, … , 𝑠𝑇  | 𝑥 ≔ 𝑠0

𝑝Θ Τ = ෑ

𝑡=0

𝑇−1

𝜋𝜙 𝑎𝑡 𝑠𝑡
4610/2/24

𝑠𝑡 𝜙

𝑝 𝑎1|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎1 𝑠𝑡

𝑝 𝑎2|𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎2 𝑠𝑡

𝑝 𝑎 𝒜 |𝑠𝑡; 𝜙 ≔ 𝜋𝜙 𝑎 𝒜 𝑠𝑡

⋮
Model:



Policy 
Gradient
Methods
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∇𝜙ℓ 𝜙 = ∇𝜙 −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ = ∇𝜙 − න 𝑅𝜃 Τ 𝑝𝜙 Τ 𝑑Τ

∇𝜙ℓ 𝜙 = − න 𝑅𝜃 Τ ∇𝜙 ෑ

𝑡=0

𝑇−1

𝜋𝜙 𝑎𝑡 𝑠𝑡 𝑑Τ

 Issue: ∇𝜙𝑝𝜙 Τ  involves taking the gradient of a (hideous) product 

Objective function: ℓ 𝜙 = −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ , the negative expected reward of a response



Likelihood 
Ratio 
Method 
a.k.a. 
REINFORCE 
(Williams, 
1992)

10/2/24 48

Objective function: ℓ 𝜙 = −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ , the negative expected reward of a response

Source: https://link.springer.com/article/10.1007/bf00992696

∇𝜙ℓ 𝜙 = ∇𝜙 −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ = ∇𝜙 − න 𝑅𝜃 Τ 𝑝𝜙 Τ 𝑑Τ

∇𝜙ℓ 𝜙 = − න 𝑅𝜃 Τ ∇𝜙 ෑ

𝑡=0

𝑇−1

𝜋𝜙 𝑎𝑡 𝑠𝑡 𝑑Τ

 Insight:

∇𝜙𝑝𝜙 Τ =
𝑝𝜙 Τ

𝑝𝜙 Τ
∇𝜙𝑝𝜙 Τ = 𝑝𝜙 Τ ∇𝜙 log 𝑝𝜙 Τ

log 𝑝𝜙 Τ = 

𝑡=0

𝑇−1

log 𝜋𝜙 𝑎𝑡 𝑠𝑡

∇𝜙 log 𝑝𝜙 Τ = 

𝑡=0

𝑇−1

∇𝜙 log 𝜋𝜙 𝑎𝑡 𝑠𝑡



Likelihood 
Ratio 
Method 
a.k.a. 
REINFORCE 
(Williams, 
1992)
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Objective function: ℓ 𝜙 = −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ , the negative expected reward of a response

∇𝜙ℓ 𝜙 = ∇𝜙 −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ = ∇𝜙 − න 𝑅𝜃 Τ 𝑝𝜙 Τ 𝑑Τ

∇𝜙ℓ 𝜙 = − න 𝑅𝜃 Τ ∇𝜙𝑝𝜙 Τ 𝑑Τ = − න 𝑅𝜃 Τ ∇𝜙 log 𝑝𝜙 Τ 𝑝𝜙 Τ 𝑑Τ

∇𝜙ℓ 𝜙 = −𝔼𝑝𝜙 Τ 𝑅𝜃 Τ ∇𝜙 log 𝑝𝜙 Τ

∇𝜙ℓ 𝜙 ≈ −
1

𝑁


𝑛=1

𝑁

𝑅𝜃 Τ 𝑛 ∇𝜙 log 𝑝𝜙 Τ 𝑛

(where Τ 𝑛 = 𝑎0
𝑛

, 𝑠1
𝑛

, 𝑎1
𝑛

, … , 𝑠
𝑇 𝑛

𝑛  is a sampled completion of 𝑥)

∇𝜙ℓ 𝜙 = −
1

𝑁


𝑛=1

𝑁

𝑟𝜃 𝑥, 𝑎0
𝑛

, … , 𝑎
𝑇 𝑛
𝑛



𝑡=0

𝑇 𝑛 −1

∇𝜙 log 𝜋𝜙 𝑎𝑡
𝑛

𝑠𝑡
𝑛
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