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Reminders

* Homework 5: Neural Networks
— Out: Mon, Oct. 11
— Due: Thu, Oct. 21 at 11:59pm

* More exam viewings today! (Wed, Oct. 13)

—12 -1

—3-5

— Split across BH 235B & BH 255A based on where
you took your exam.

— (01029 on Piazza




Q&A

. In Lecture 12, when you showed us the binary
Cross Entropy objective function, was there a
minus sign missing?

A: Oops! Yes. Since we want to minimize cross
entropy, there should have been a minus
sign out front!

Forward Backward
1 dJ
Quadratic J = =(y —y*)? —=y—y
2 dy

dJ .1 A
- -+(1-y )y_l)

Cross Entropy J = —(y"log(y) + (1 — y*) log(1 — y)) &y = "



SGD for CNNs
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LAYERS OF A CNN



RelLU Layer
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Softmax Layer
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Fully-Connected Layer
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Convolutional Layer
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Max-Pooling Layer
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Max-Pooling Layer
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Convolutional Neural Network (CNN)

Typical layers include:
— Convolutional layer
— Max-pooling layer
— Fully-connected (Linear) layer
— ReLU layer (or some other nonlinear activation function)
— Softmax

These can be arranged into arbitrarily deep topologies

Architecture #1: LeNet-5

PROC. OF THE BEEE, NOVEMBER 199 7

C3: f. maps 16@10x10

C1: feature maps S4: . maps 1
INPUT 602828 6@sxS

|
I | Fu contection | Gaussan connectons
Convolutions Subsamping Convolutions  Subsampling Full connection

Fig. 2. Archtectum of LeNet 5, a Cosnvolutional Neural Network, here for digits recognition, Each plane is a feature map, ie, a set of units
whose weights are constrained to be identical.
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Architecture #2: AlexNet




CNNs for Image Recognition

Research
Revolution of Depth
152 layers
A
. 11.7
33 oyers | 19""“.
" 6., 73
RSVRC'IS ILSVRC'14  ILSVRCI4  NSVRC'13  ILSWRC'12  NSVRC11  ILSVRC'10
ResNet  GoogleNet VGG AlexNet
imageNet Classification top-5 error (%)
2ICCV
E Kbrang Mo, Xuogyws Dhang, $haoging Ren, £ A 2o, "Owep Ressdual Loaming ‘or loage Recogstion”. ardly 20123

Slide from Kaiming He
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CNN VISUALIZATIONS



3D Visualization of CNN

http://scs.ryerson.ca/~aharley/vis/conv/




Convolution of a Color Image

* Colorimages consist of 3 floats per pixel for
RGB (red, green blue) color values

* Convolution must also be 3-dimensional

activation map

___— 32x32x3 image

5x5x3 filter /
2
@>@ ”

convolve (slide) over all

spatial locations
32 28

3 1

Figure from Fei-Fei Li & Andrej Karpathy & Justin Johnson (CS231N)




Animation of 3D Convolution

http://cs231n.github.io/convolutional-networks/

Input Volume (+pad 1) (7x7x3) Filter WO (3x3x3) Filter W1 (3x3x3) Output Volume (3x3x2)
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Figure from Fei-Fei Li & Andrej Karpathy & Justin Johnson (CS231N)


http://cs231n.github.io/convolutional-networks/

MNIST Digit Recognition with CNNs
(in your browser)

https://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html

Network Visualization

input (24x24x1) Activations:
max activation: 1, min: 0
max gradient: 0.00015, min: -0.00014

Activation Gradients:

)’ y

-

conv (24x24x8) Activations:
filter size 5x5x1, stride 1 - ,}
max activation: 4.78388, min: -3.44063 ~ o
max gradient: 0.00005, min: -0.00006 — :
parameters: 8x5x5x1+8 = 208 Activation Gradients:

Weights:

() )(R)(=2 ) (8 ) )(7 )(5)

Weight Gradients:

() (b )(S)( ) (W) A)(=)(®)
softmax (1x1x10) Activations:
max activation: 0.99768, min: 0 § EEEEEEEE
max gradient: 0, min: 0

Example predictions on Test set

4/ L [ < [
/ o - | | [ -

Figure from Andrej Karpathy



CNN Summary

CNNs

— Are used for all aspects of computer vision, and
have won numerous pattern recognition
competitions

— Able learn interpretable features at different levels
of abstraction

— Typically, consist of convolution layers, pooling
layers, nonlinearities, and fully connected layers

Other Resources:

— Readings on course website
— Andrej Karpathy, C5231n Notes


http://cs231n.github.io/convolutional-networks/

BACKGROUND:
N-GRAM LANGUAGE MODELS



n-Gram Language Model

* Goal: Generate realistic looking sentences in a human
language
* Key Ildea: condition on the last n-1 words to sample

the nth word




n-Gram Language Model

Question: How can we define a probability distribution over a
sequence of length T?

B e

W, w, Ws W, W Wg
T

n-Gram Model (n=2) p(wi, wa, ..., wr) = Hp(wt | wi—1)
t=1

p(Wv W,, W3: cee W6) =
The p(W1)
| The ]| bat | p(WZ W1)
| bat ][ made | p(W3 Wz)
[ made ][ noise ] p(W4 W3)
| noise || at | P(W5 W4)
Cat J(night ] p(wg | wWs)
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n-Gram Language Model

Question: How can we define a probability distribution over a
sequence of length T?

B e

W, W, W; w, W, W
T

n-Gram Model (n=3) p(wi,wa,...,wr) = || p(we | we—1, we_2)
t=1

p(Wv W,, W3: cee W6) =

The p(W1)
 The |[ bat | p(WZ W1)
t The bat made p(W3 W,, W1)
: bat made noise p(W4 W3’ WZ)
| made || noise || at | P(W5 W, W3)
| noise || at || night | p(W6 W, W4)




n-Gram Language Model

Question: How can we define a probability distribution over a
sequence of length T?

B e

W, w, W; w, W, We
T
n-Gram Model (n=3) p(wi,wa, ..., wr) = || p(ws | wi—1,we_2)
t=1
p(Wv Vﬂ\@) cee W6) =
The p(W1)
[ The == ol s

— Note This is called a model because we
made some assumptions about how many
previous words to condition on
(i.e. only n-1 words)
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Learning an n-Gram Model

Question: How do we learn the probabilities for the n-Gram
Model?

p(Wt I W, = The, p(Wt l W, = made, p(Wt l Wi, = COWS,

0 W, = bat) 0 W, = Noise) 0 W, = eat)

Wi p(: | 53, Wi p(: I ) Wi p(: | 53]
ate 0.015 at 0.020 corn 0.420
flies 0.046 pollution 0.030 grass 0.510

zebra 0.000 zebra 0.000 zebra 0.000
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Learning an n-Gram Model

Question: How do we learn the probabilities for the n-Gram
Model?
Answer: From data! Just count n-gram frequencies

P(W¢ | W, = cows,

O W, = eat)

...the cows eat grass...
..our cows eat hay daily...

... factory-farm cows eat corn...

..on an organic farm, cows eat hay and... corm 411
2
..do your cows eat grass or corn?... grass 3/11
...what do cows eat if they have...
...cows eat corn when there is no... hay 2/11
... which cows eat which foods depends...
..if cows eat grass... if 111
...when cows eat corn their stomachs... ,
which 1/11

... Should we let cows eat corn?...




Sampling from a Language Model

Question: How do we sample from a Language Model?
Answer:

Treat each probability distribution like a (50k-sided) weighted die
Pick the die corresponding to p(w; | wy,, W¢.,)
Roll that die and generate whichever word w, lands face up

—
)

2.
3.
4.




Sampling from a Language Model

Question: How do we sample from a Language Model?
Answer:

1.

2.
3.
4.

Repeat

Treat each probability distribution like a (50k-sided) weighted die
Pick the die corresponding to p(w; | wy,, W¢.,)
Roll that die and generate whichever word w, lands face up

Training Data (Shakespeaere)

5-Gram Model

| tell you, friends, most charitable care
ave the patricians of you. For your
wants, Your suffering in this dearth,
you may as well Strike at the heaven
with your staves as lift them Against
the Roman state, whose course will on
The way it takes, cracking ten thousand
curbs Of more strong link asunder than
can ever Appear in your impediment.
For the dearth, The gods, not the
patricians, make it, and Your knees to
them, not arms, must help.

Approacheth, denay. dungy
Thither! Julius think: grant,—-0
Yead linens, sheep's Ancient,
Agreed: Petrarch plaguy Resolved
pear! observingly honourest
adulteries wherever scabbard
guess; affirmation—-—his monsieur;
died. jealousy, chequins me.
Daphne building. weakness: sun-
rise, cannot stays carry't,
unpurposed. prophet-1like drink;
back-return 'gainst surmise
Bridget ships? wane; interim?
She's striving wet;




RECURRENT NEURAL NETWORK (RNN)
LANGUAGE MODELS



Recurrent Neural Networks (RNNs)

inputs:

hidden units

outputs

nonlinearity

X
. h
Ly
: H

($17$27 s ,fl?T),ﬂfi S RI

(h1,ha,...,hr), h; € RY

(y17y27 s 7yT)7yi S RK

Definition of the RNN:
hy = H (Wynxe + Whphe—1 + bp)
Yt = Whyht + by
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The Chain Rule of Probability%

Question: How can we define a probability distribution over a
sequence of length T?

B e

W, w, W, w, Wi Wi
T
Chain rule of probability: p(wi,wa,...,wr) = [ [ p(w: | wi—y, ..., w1)
t=1
p(Wv 39 °°° ) W6) =
The p(W1)
QG N Sra—— olaas 1o\

=<l Note: This is called the chain rule because
me| it is always true for every probability
it distribution |V1)

PCYWG [ VW) vV, VV3, W, W1)




RNN Language Model

T

RNN Language Model: p(wi,ws,...,wr) = Hp(wt | fo(wi—1,...,w1))
t=1
p(Wv Wy, W3, ety W6) =
The p(W1)
__The ][ bat p(Wz fe(W1))
| The ]| bat |( made | p(W3 fe(W2; W1))
: The bat made noise p(W4 fe(WB, W,, W1))
: The bat made noise [ at ] p(W5 fG(W4) W3’ W,, W1))
t The | bat made noise [ at ][ night ] p(W6 fe(WS? W4, W3’ W,, W1))

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector




RNN Language Model

[The][ bat ][made][noise][ at ][night][END]

r1r 1 11 11

Tp(w1lh1) Tp(w2lh2) TP(W3|h3) Tp(w4lh4) TJ(Wsth) 'r(w6|h6) Tp(w7lh7)
> > > > > —> >

A A A A
h, T h, h, T h, T hs he h

7
[(TTF—=>TTHF>TT 2l F>ATTH>TT1—1 ]

SRR S T

[START] [ The ] [ bat ] [made] [ noise ] [ at ] [ night ]

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

e

O
~
Z
=3
Nt

E —
H

I
—>

b

START

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

bat

I
[p(wzlhz)

A
h, h,
(I =111
T A
[ START | [ The |
Key Idea:

(1) convert all previous words to a fixed length vector
(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)



RNN Language Model

made

T

[p(wslhg)
h, h, h, T

T+l 111

I 1 1

[START ] [ The | [ bat |

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

T

'[P(W4lh4)
h, h, hy h, T

[(TTHF—=> >

1Tt 1

[START] [ The | [ bat | [ made |

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

T
t(wslhs)

A

h, h, h, h, hy

[T+l >l >l 11]

r T 1 1T 1

[START] [ The | [ bat | [ made ] | noise |

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

T
t(welhe)

A

h, h, h, h, hy he

[(ITTHF—=>l 1l T2l > 111

r 1 1T T 1

[START] [ The ] [ bat ][made][noise][ at ]

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

h, h, h, h, hs he h,

[(TTF—=>TTHF>TT 2l F>TTH>TT > ]

r 1 1 1 1 1

[START] [ The ] [ bat ] [made] [ noise ] [ at ] [ night ]

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fg(wy,, ..., W,)) that conditions on
the vector h, = fo(Wesy ..., W,)




RNN Language Model

[The][ bat ][made][noise][ at ][night][END]

r1r 1 11 11

Tp(w1lh1) Tp(w2lh2) TP(W3|h3) Tp(w4lh4) TJ(Wsth) 'r(w6|h6) Tp(w7lh7)
> > > > > —> >

A A A A
h, T h, h, T h, T hs he h

7
[(TTF—=>TTHF>TT 2l F>TTH>TT > ]

SRR S T

[START] [ The ] [ bat ] [made] [ noise ] [ at ] [ night ]

P(Wyy, Wy, W3, oo, Wr) = p(W, | hy) p(w, | hy) ... p(w, | hy)



Sampling from a Language Model

Question: How do we sample from a Language Model?
Answer:

1. Treat each probability distribution like a (50k-sided) weighted die
2.  Pick the die corresponding to p(w; | Wy, W¢.,)

3. Roll that die and generate whichever word w;, lands face up
4

Repeat D
o S
3 s < 5
o £ N 2
A XN ) N
& & § O
- S
Q Q Q
= N — ==

The same approach to
sampling we used for an n-
Gram Language Model also
works here for an RNN

Language Model




Sampling from an RNN-LM

N

VIOLA: Why, Salisbury must find his flesh and
thought That which I am not aps, not a man and
in fire, To show the reining of the raven and the
wars To grace my hand reproach within, and
not a fair are hand, That Caesar and my goodly

father's world; When | was heaven of presence
and our fleets, We spare with haucs bt cut thy

N

CHARLES: Marry, do |, sir; and | came to
acquaint you with a matter | am given, sir,
secretly to understand that your younger
brother Orlando hath a disposition to come in
disguised against me to try a fall. To-morrow,

snr | wrestle for my credit; and he that escapes
roken limb shall acquit him

council  am great Murdered a
master's ready there My powe
so much as hell: Some service i
bondman here, Would showAi

Which is the real
Shakespeare?!

is but young and tender; and,
Id be loath to foil him, as |
onour, if he come in:

KING LEAR: O, if you w eeble sight, the
courtesy of your law, Your sight and several
breath, will wear the gods With his heads, and
my hands are wonder'd at the deeds, So drop
upon your lordship's head, and your opinion
Shall be against your honour.

Example from

love to you, | came hither
to acquaint you wyj t either you might
stay him from his in ent or brook such

disgrace well as he sh ninto, in thatitis a
thing of his own search and altogether against
my will.

TOUCHSTONE: For my part, | had rather bear
with you than bear you; yet | should bear no
cross if | did bear you, for | think you have no
money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

Shakespeare’s As You Like It

VIOLA: Why, Salisbury must find his flesh and
thought That which I am not aps, not a man and
in fire, To show the reining of the raven and the
wars To grace my hand reproach within, and
not a fair are hand, That Caesar and my goodly
father's world; When | was heaven of presence
and our fleets, We spare with hours, but cut thy
council I am great, Murdered and by thy
master's ready there My power to give thee but
so much as hell: Some service in the noble
bondman here, Would show him to her wine.

KING LEAR: O, if you were a feeble sight, the
courtesy of your law, Your sight and several
breath, will wear the gods With his heads, and
my hands are wonder'd at the deeds, So drop
upon your lordship's head, and your opinion
Shall be against your honour.

Example from

RNN-LM Sample

CHARLES: Marry, do |, sir; and | came to
acquaint you with a matter. | am given, sir,
secretly to understand that your younger
brother Orlando hath a disposition to come in
disguised against me to try a fall. To-morrow,
sir, | wrestle for my credit; and he that escapes
me without some broken limb shall acquit him
well. Your brother is but young and tender; and,
for your love, | would be loath to foil him, as |
must, for my own honour, if he come in:
therefore, out of my love to you, | came hither
to acquaint you withal, that either you might
stay him from his intendment or brook such
disgrace well as he shall run into, in that itis a
thing of his own search and altogether against
my will.

TOUCHSTONE: For my part, | had rather bear
with you than bear you; yet | should bear no
cross if | did bear you, for | think you have no
money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

RNN-LM Sample

VIOLA: Why, Salisbury must find his flesh and
thought That which I am not aps, not a man and
in fire, To show the reining of the raven and the
wars To grace my hand reproach within, and
not a fair are hand, That Caesar and my goodly
father's world; When | was heaven of presence
and our fleets, We spare with hours, but cut thy
council I am great, Murdered and by thy
master's ready there My power to give thee but
so much as hell: Some service in the noble
bondman here, Would show him to her wine.

KING LEAR: O, if you were a feeble sight, the
courtesy of your law, Your sight and several
breath, will wear the gods With his heads, and
my hands are wonder'd at the deeds, So drop
upon your lordship's head, and your opinion
Shall be against your honour.

Example from

Shakespeare’s As You Like It

CHARLES: Marry, do |, sir; and | came to
acquaint you with a matter. | am given, sir,
secretly to understand that your younger
brother Orlando hath a disposition to come in
disguised against me to try a fall. To-morrow,
sir, | wrestle for my credit; and he that escapes
me without some broken limb shall acquit him
well. Your brother is but young and tender; and,
for your love, | would be loath to foil him, as |
must, for my own honour, if he come in:
therefore, out of my love to you, | came hither
to acquaint you withal, that either you might
stay him from his intendment or brook such
disgrace well as he shall run into, in that itis a
thing of his own search and altogether against
my will.

TOUCHSTONE: For my part, | had rather bear
with you than bear you; yet | should bear no
cross if | did bear you, for | think you have no
money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

N

VIOLA: Why, Salisbury must find his flesh and
thought That which I am not aps, not a man and
in fire, To show the reining of the raven and the
wars To grace my hand reproach within, and
not a fair are hand, That Caesar and my goodly

father's world; When | was heaven of presence
and our fleets, We spare with haucs bt cut thy

N

CHARLES: Marry, do |, sir; and | came to
acquaint you with a matter | am given, sir,
secretly to understand that your younger
brother Orlando hath a disposition to come in
disguised against me to try a fall. To-morrow,

snr | wrestle for my credit; and he that escapes
roken limb shall acquit him

council  am great Murdered a
master's ready there My powe
so much as hell: Some service i
bondman here, Would showAi

Which is the real
Shakespeare?!

is but young and tender; and,
Id be loath to foil him, as |
onour, if he come in:

KING LEAR: O, if you w eeble sight, the
courtesy of your law, Your sight and several
breath, will wear the gods With his heads, and
my hands are wonder'd at the deeds, So drop
upon your lordship's head, and your opinion
Shall be against your honour.

Example from

love to you, | came hither
to acquaint you wyj t either you might
stay him from his in ent or brook such

disgrace well as he sh ninto, in thatitis a
thing of his own search and altogether against
my will.

TOUCHSTONE: For my part, | had rather bear
with you than bear you; yet | should bear no
cross if | did bear you, for | think you have no
money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

SEQUENCE TO SEQUENCE
MODELS



Sequence to Sequence Mode]

Speech Recognition

Machine Translation

7| H HAL ES| HOojotst=20|Qt 22 ool Mol AL O

1 - T —

ummarization

Lorem ipsum dolor sit amet,

cor :

eiu

lap _ Lorem ipsum dolor sit amet,
T e S

A

b iy
nb p  Lorem ipsum dolor sit amet,
VT | & A
;‘: nb oy Lorem ipsum dolor sit amet,
SRS bl o e
Aor 1 eiu
sol nib Lorem ipsum dolor it amet,

Iab
et f}: vol 0 consectetur adipiscing elit, sed do

eui Po "D eiusmod tempor incididunt ut
sol nib
@ g Qu . labore et dolore magna aliqua. Id
Vo
qui o dia 90 nibh tortor id aliquet lectus proin
de S8 sol (B nibh nisl Odio ut enim blandit
lac % egr 1 volutpat maecenas volutpat.
pel gt eui . Porta nibh venenatis cras sed.
VW e @ g, Quamid leo in vitae. Aliquam id
Eo o du ‘ diam maecenas ultricies mi. Et
Civ ut. Y ollicitudin  ac orci phasellus
lac &Y egestas. Diam in arcu cursus
ac. ui - n— -
pel ¥ euismod quis viverra. Vitae auctor

viv " eu augue ut lectus arcu. Semper
quis lectus nulla at volutpat diam

el
P ut. Sed arcu non odio euismod

lacinia. Velit euismod in
ac.

pellentesque massa. Augue lacus
viverra vitae congue eu consequat
ac. Tincidunt id ali.



Sequence to Sequence Mode]

Now suppose you want generate  Applications:
 translation:

a sequence conditioned on Spanish > English
another Input e summarization:
Key Idea: article 2 summary
0 * speechrecognition:
1. Use an encoder model to speech signal = transcription

generate a vector
representation of the input ___Decoder

2. Feed the output of the i
encoder to a decoder which |
will generate the output |

p(wslhy)
___Encoder |

e, e e e
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LEARNING THEORY



PAC(-MAN) Learning
For some hypothesis h € H:

1. True Error
R(h)

2. Training Error
R(h)

Question 2:

What is the expected number
of PAC-MAN levels Matt will
complete before a Game-

Over?
A. 110
B. 11-20

C. 2130



Questions for today (and next lecture)

1.

Given a classifier with zero training error,
what can we say about true error (aka.
eneralization error)?
Sample Complexity, Realizable Case)

Given a classifier with low training error, what
can we say about true error (aka.
eneralization error)?
Sample Complexity, Agnostic Case)

. Is there a theoretical justification for

regularization to avoid overfitting?
(Structural Risk Minimization)
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PAC/SLT Model for Supervised ML

* Problem Setting
— Set of possible inputs, x € X’
— Set of possible outputs, y € Y
— Distribution over instances, p*(-)
— Exists an unknown target function, ¢* : X— Y

— Set, H, of candidate hypothesis functions, h: X— UY

* Learner is given N training examples

D = {(x(1)’ y 1))’ x(z)’ y(z))’ e (X(N), y(N))}
where x() ~ p*g) and y(i) = c*(x(i))

 Learner produces a hypothesis function, § = h(x), that
best approximates unknown target function y = c*(x) on
the training data



PAC/SLT Model for Supervised ML

* Problem Setting
— Set of possible inputs, x € X’
— Set of possible outputs, y € Y

— Distributionmnstances, p*(-)
—_— Exists an un +tarnt fuuncbioan X .V 9]

— Set, H, of candida

Two important settings we’ll
consider:

Learner is given NJL Classification: the possible
)

D= {(x(1), y 1))’ x(2)
):

Learner produces 2
best approximates
the training data

where x() ~ p*

outputs are discrete

2. Regression: the possible
outputs are real-valued




PAC/SLT Model for Supervised ML

Test Error Rate



Two Types of Error

1. True Error (aka. expected risk)

R(h) = Pyupe () (¢* (%) # (%)) This

2. Train Error (aka. empirical risk) "”knol?:
R(h) = Pxns(c*(x) # h(x))

1 % (< (4) (1) 0 eal/sl/srcan
= LY U O) £ ) Opetregy,
i=1 dat, ing
1 N
=~ 21 # h(x™))
1=1
where S = {x(1), ..., x(™)}V s the training data set, and x ~

S denotes that x is sampled from the empirical distribution.



- €3/
PAC/SLT Model /g eistong,

X”hatl'on : efﬁiﬁ
. Generate instances from unknown distribution p*
x' ~ p*(x), Vi (1)
. Oracle labels each instance with unknown function ¢*
y'" =" (x"), Vi (2)

. Learning algorithm chooses hypothesis h € H with low(est)
training error, R(h)

h = argmin R(h) (3)
h

. Goal: Choose an h with low generalization error R(h)

96



Three Hypotheses of Interest

The true function c¢* is the one we are trying to learn and that labeled
the training data:

y'" = c*(x1V), Vi (1)

The expected risk minimizer has lowest true error: .
Question:

True or False:
h* and c* are
always equal.

The empirical risk minimizer has lowest training error:

h* = argmin R(h)
heH

h = argmin R(h) (3)
heH
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PAC LEARNING



Probably Approximately Correct

(PAC) Learning

Whiteboard:

— PAC Criterion

— Meaning of “Probably Approximately Correct”

— Def: PAC Learner

— Sample Complexity

— Consistent Learner

— Realizable vs. Agnostic Cases

— Finite vs. Infinite Hypothesis Spaces



SAMPLE COMPLEXITY RESULTS



Sample Complexity Results

Definition 0.1. The sample complexity of a learning algorithmis the
number of examples required to achieve arbitrarily small error (with
respect to the optimal hypothesis) with high probability (i.e. close
to 1).

We’ll start with the
Four Cases we care about... finite case...

Realizable ? Agno?

Finite |H |

Infinite |H|
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Probably Approximately Correct

(PAC) Learning
Whiteboard:

— Theorem 1: Realizable Case, Finite |H|
— Proof of Theorem 1



Sample Complexity Results

Definition 0.1. The sample complexity of a learning algorithmis the
number of examples required to achieve arbitrarily small error (with
respect to the optimal hypothesis) with high probability (i.e. close
to 1).

Four Cases we care about...

Realizable Agnostic

Thm. 1 N > 1[log(|H]) + log(3)] la-
Fini beled examples are sufficient so that with

te |H| probability (1—4) allh € Hwith R(h) =0
have R(h) < e.

Infinite |H|
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Example: Conjunctions

Question:

Suppose H = class of
conjunctions over x in {0,1}¥

Example hypotheses:
h(x) = x, (1-X3) X
h(x) = x, (1-x,) Xgq (1'X5)

If M =10, €=0.1,5 = 0.01, how
many examples suffice
according to Theorem 12

Answer:

10*(2*In(10)+In(100 )) = 92
10*(3*In(10)+In(100)) = 116
10*(10*In(2)+In(100 )) = 116
10*(10*In(3)+In(100)) = 156
100*(2*In(10)+In(10 )) = 691
100*(3*In(10)+In(10)) = 922
100*(10*In(2)+In(10 )) = 924
100*(10*In(3)+In(10)) = 1329

ITOMmMmMmoON WP

Thm. 1 N > I[log(|H]|) + log(5)] la-
beled examples are sufficient so that with
probability (1—4) allh € Hwith R(h) =0

have R(h) < e.




.- € When poll is active, respond at pollev.com/10301601polls J

Question 2
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Sample Complexity Results

Definition 0.1. The sample complexity of a learning algorithm is the
number of examples required to achieve arbitrarily small error (with
respect to the optimal hypothesis) with high probability (i.e. close

to 1).
Four Cases we care about...

Realizable

Agnostic

Thm. 1 N > I [log(|H|) + log(3)] la-
Fini beled examples are sufficient so that with

te |H| probability (1—4) all h € H with R(h) =0
have R(h) < e.

Thm. 2 N > 55 [log(|H]) + log(3)]
labeled examples are sufficient so that
with probability (1 — d) forall h € H we
have that |R(h) — R(h)| < e.

Infinite |H|
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1.  Bound is inversely linear in 1. Bound is inversely quadratic in
epsilon (e.g. halving the error P epsilon (e.g. halving the error
requires double the examples) requires 4x the examples)

€12. Boundis only logarithmic in
|H| (i.e. same as Realizable
case)

2. Bound is only logarithmic in
|H| (e.g. quadrupling the
hypothesis space only requires
double the examples)

% Agnostic

Realizable

Thm. 1 N > 1[log(|H|) +1log(3)] la- | Thm. 2 N > L5 [log(|H|) + log(%)]
Finite |’7L” beled examples are sufficient so that with | labeled examples are sufficient so that

probability (1 —9) all h € H with R(h) = 0 | with probability (1 — §) forallh € ‘H we
have R(h) < e. have that |R(k) — R(h)| < e.

Infinite |H,|




Sample Complexity Results

Definition 0.1. The sample complexity of a learning algorithmis the
number of examples required to achieve arbitrarily small error (with
respect to the optimal hypothesis) with high probability (i.e. close
to 1).

Four Cases we care about...

Realizable Agnostic

Thm. 1 N > I[log(|H])+log(3)] la-| Thm. 2 N > 3L [log(|H|) + log(3)]

o i i T —— . t
Finite |’7L[| beled e.x.amples are suf’ﬁcnent.s T P — T —— fficient so that
probability (1—0) all h € H wit] «complexity” for a Hypothesis space forallh € H we

have R(h) < e. for these results (see VC Dimension) [< .

Infinite |H| If y
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to 1).

Sample Complexity Results

Definition 0.1. The sample complexity of a learning algorithm is the
number of examples required to achieve arbitrarily small error (with
respect to the optimal hypothesis) with high probability (i.e. close

Four Cases we care about...

Finite ||

Infinite |H|

Realizable

Agnostic

Thm. 1
beled examples are sufficient so that with
probability (1— ) all h € H with R(h) = 0
have R(h) < e.

N > Llog(|H]) +log(})] la-

Thm. 2 N > 5% [log(|H|) + log(3)]
labeled examples are sufficient so that
with probability (1 — §) forall h € H we
have that |R(h) — R(h)| < e.

Thm. 3 N=O(1 [VC(H)log(2) + log(3)])
labeled examples are sufficient so that
with probability (1 — d) all h € H with

A~

R(h) = 0bhave R(h) < e.

Thm. 4 N = O(% [VC(H) +1log(3)])
labeled examples are sufficient so that
with probability (1 — §) forall h € H we
have that |R(h) — R(h)| < .
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