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Decision tree learning:

One example of function approximation



Function approximation

Problem Setting:
• Set of possible instances X
• Unknown target function f : XàY
• Set of candidate hypotheses H={ h | h : XàY }

Input:
• Training examples {<x(i),y(i)>} of unknown target function f

that is y(i) = f( x(i) )

Output:
• Hypothesis h Î H that best approximates target function f

superscript: ith training example



Day   Outlook  Temperature  Humidity   Wind   PlayTennis?

Simple Training Data Set
Learn to predict PlayTennis? 



Each internal node: test one discrete-valued attribute Xi

Each branch from a node: selects one value for Xi

Each leaf node: predict Y  (or P(Y | X Î leaf))

A Decision tree for 
f: <Outlook, Temperature, Humidity, Wind> à PlayTennis?

<   X1 X2 X3 X4 > à Y



Decision Tree Learning
Problem Setting:
• Set of possible instances X

– each instance x in X is vector of discrete-valued features
x = < x1, x2 … xn>

• Unknown target function f : XàY
– Y is discrete-valued

• Set of function hypotheses H={ h | h : XàY }
– each hypothesis h is a decision tree

Input:
• Training examples {<x(i),y(i)>} of unknown target function f
Output:
• Hypothesis h Î H that best approximates target function f



Decision Trees
Suppose X = <X1,… Xn> 
where Xi are boolean-valued variables

How would you represent Y = X2 X5 ?     Y = X2 Ú X5

How would you represent  X2 X5 Ú X3X4(¬X1) 



[Sims et al., 2000]
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node = Root

[ID3, C4.5, Quinlan]



Sample Entropy



Entropy
Entropy H(X) of a random variable X

H(X) is the expected number of bits needed to encode a 
randomly drawn value of X (under most efficient code) 

Why?  Information theory:
• Most efficient possible code assigns  -log2 P(X=i) bits 

to encode the message X=i
• So, expected number of bits to code one random X is: 

# of possible 
values for X
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Entropy
Entropy H(X) of a random variable X

Specific conditional entropy H(X|Y=v) of X given Y=v :

Mutual information (aka Information Gain) of X and Y :

Conditional entropy H(X|Y) of X given Y :



Information Gain, IS(A,Y), is the reduction in entropy of 
target variable Y for data sample S, due to sorting on 
variable A 

Also called Mutual 
Information between A,Y

Entropy of Y in sample S
Entropy of Y in sample S
after sorting on value of A



Day   Outlook  Temperature  Humidity   Wind   PlayTennis?

Simple Training Data Set



H=0.940H=0.940

H=0.985 H=0.592 H=0.811 H=1.0



The Best Attribute is Outlook



Decision Stumps
A decision stump is simply a decision tree with 
depth 1:

No Yes Yes





Each internal node: test one discrete-valued attribute Xi

Each branch from a node: selects one value for Xi

Each leaf node: predict Y

Final Decision Tree for
f: <Outlook, Temperature, Humidity, Wind> à PlayTennis?



Which Tree Should We Output?
• ID3 performs heuristic 

search through space 
of decision trees

• It stops at smallest 
acceptable tree. Why?

Occam’s razor: prefer the 
simplest hypothesis that 
fits the data



Why Prefer Short Hypotheses? (Occam’s Razor)

Arguments in favor:

Arguments opposed: 



Why Prefer Short Hypotheses? (Occam’s Razor)

Argument in favor:
• Fewer short hypotheses than long ones
à a short hypothesis that fits the data is less likely to be 

a statistical coincidence
à highly probable that some sufficiently complex 

hypothesis will fit the data

Argument opposed:
• Also fewer hypotheses with prime number of nodes 

and attributes beginning with “Z”
• What’s so special about “short” hypotheses?





Overfitting
Consider a hypothesis h and its
• Error rate over training data:
• True error rate over all data: 



Overfitting
Consider a hypothesis h and its
• Error rate over training data:
• True error rate over all data: 

We say h overfits the training data if

Amount of overfitting = 



Size of tree (number of nodes)

Ac
cu

ra
cy





Reduced Error Pruning

• Split data into training set and validation set
• Train a tree to classify training set as well as possible

• Do until further pruning reduces validation set accuracy:
1. For each internal tree node, consider making it a leaf node 

(pruning the tree below it)
2. Greedily chose the above pruning step that best improves error 

over validation set

Produces smallest version of the most accurate pruned tree











Decision Forests

Key idea: 
1. learn a collection of many trees
2. classify by taking a weighted vote of the trees

Empirically successful.  Widely used in industry.
• human pose recognition in Microsoft kinect
• medical imaging – cortical parcellation

• classify disease from gene expression data

How to train different trees
1. Train on different random subsets of data
2. Randomize the choice of decision nodes



Decision Forests often use ensemble 
of Decision Stumps
A decision stump is simply a decision tree with 
depth 1:

No Yes Yes



You should know:
• Well posed function approximation problems:

– Instance space, X
– Sample of labeled training data { <x(i), y(i)>}
– Hypothesis space, H = { f: XàY }

• Learning is a search/optimization problem over H
– Various objective functions to define the goal

• minimize training error (0-1 loss) 
• minimize validation error (0-1 loss)
• among hypotheses that minimize error, select smallest (?)

• Decision tree learning
– Greedy top-down learning of decision trees (ID3, C4.5, ...)
– Overfitting and post-pruning
– Extensions… to continuous values, probabilistic classification
– Widely used commercially: decision forests



Further Reading…



Questions to think about (0)
• How can we use decision trees to make 

probabilistic predictions (ie., P(Y=1|X) instead 
of simply predict that Y=1 or Y=0?

[Hint: go back and look at the tree for predicting C-section birth risk]



Questions to think about
• Consider target function f: <x1,x2> à y, where 

x1 and x2 are real-valued, y is Boolean (0 or 1)  

– What is the set of decision surfaces describable with 
decision trees that use each attribute at most once?



Questions to think about (2)
• ID3 and C4.5 are heuristic algorithms that 

search through the space of decision trees.  
Why not just do an exhaustive search over all 
possible trees?



Questions to think about (3)
• Why use Information Gain to select attributes 

in decision trees?  What other criteria seem 
reasonable, and what are the tradeoffs in 
making this choice?  


