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Reminders

* Homework 6: Learning Theory & Generative Models
— Out: Mon, Mar 18
— Due: Sun, Mar 24 at 11:59pm

* Exam 2: Thu, Mar 28, 7:00 pm - 9:00 pm




Q&A

A: Please interrupt me.



CNN ARCHITECTURES



Convolutional Neural Network (CNN)

Typical Architectures
—

Softmax

t
Fully connected layer

t
Fully connected layer

t
Fully connected layer

Fully connected laver

}

Fully connected laver

Fully connected laver

s i

c. Faster R-CNN

b. VGG16

Figure from https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7327346/



Convolutional Neural Network (CNN)

Typical Architectures

B

Clmlu:

e. FCN

Figure from https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7327346/

—

Conv 1x1 + softmax

. T

f. U-Net



Convolutional Neural Network (CNN)

Typical Architectures

Microsoft

Research

AlexNet, 8 layers % VGG, 19 layers ResNet, 152 layers
(ILSVRC 2012) (ILSVRC 2014) (ILSVRC 2015)
ZICCV

Kaiming He, Xiangyu Zhang, Shaoqing Ren, & Jian Sun. “Deep Residual Learning for Image Recognition”. arXiv 2015.

International Conference on Computer Vision
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Convolutional Layer

For a convolutional layer, how do we pick the kernel size
(aka. the size of the convolution)?

2X2 3X3 4X4
Convolution Convolution Convolution
Input Image
e11 e12 e11 e12 613 e11 e12 613 e14
e21 e22 e21 e22 623 e21 e22 623 e24
e31 e32 e33 631 632 e33 e34
e41 e42 e43 e44

* Asmall kernel can only see a very small part of the image,
but is fast to compute

* Alarge kernel can see more of the image, but at the
expense of speed

11



CNN VISUALIZATIONS



Visualization of CNN

our number here it Layer visibility



https://adamharley.com/nn_vis/cnn/2d.html

MNIST Digit Recognition with CNNs
(in your browser

Network Visualization

input (24x24x1) Activations:

max activation: 1, min: 0
max gradient: 0.00015, min: -0.00014

Activation Gradients:

o

L]

conv (24x24x8) Activations:
filter size 5x5x1, stride 1 - -
s e IHEREEE
max gradient: 0.00005, min: -0.00006
parameters: 8x5x5x1+8 = 208 Activation Gradients:
Weights:
(B (E ) (2 ) (=) (ke ) (= ) () (=)
Weight Gradients:
(o) (i ) (M) (=) () () (=)()
softmax (1x1x10) Activations:
max activation: 0.99768, min: 0 H EEEEEEEE

max gradient: 0, min: 0

Example predictions on Test set

4/ L [ [ <
/ ] . [ .
/§ 4§ | El:

Figure from Andrej Karpathy



https://cs.stanford.edu/people/karpathy/convnetjs/demo/mnist.html

CNN Summary

CNNs

— Are used for all aspects of computer vision, and have won
numerous pattern recognition competitions

— Able learn interpretable features at different levels of abstraction

— Typically, consist of convolution layers, pooling layers,
nonlinearities, and fully connected layers



WORD EMBEDDINGS



Word Embeddings

Key Idea:

represent each word in your
vocabulary as a vector

store as a V x D matrix where:
V = number of words in vocab.
D = vector’s dimension

Modeling:

define a model in which the
vectors are parameters

each copy of the word uses
the same parameter vector

train model so that similar
words have high cosine
similarity

anger
bat

cat
dog
joy
sadness
surprise

zebra

o0 zebra

surprise

anger

sadness

17



Word Embeddings

Key Idea:

represent each word in your
vocabulary as a vector

store as a V x D matrix where:
V = number of words in vocab.
D = vector’s dimension

Modeling:

define a model in which the
vectors are parameters

each copy of the word uses
the same parameter vector

train model so that similar
words have high cosine
similarity

aardvark
anger
bat

cat

joy

zebra

in a real use case, the typical

w

-2.3| 0.0 |-2.8 -4.5
2.8 |-0.9 | -1.7 -4.3
-4.5|-1.3 ] 0.6 -1.7
3.5 [-2.0[-2.3 -0.4
3.0 [-0.6|-0.6 4.9
4.7 -4-2|-4.5 4.3

embedding dimension is in the

hundreds, e.g. D =300

Cosine Similarity of Word Pairs

anger
=

bat

cat
=

dog

joy

sadness -

surprise -

zebra

§ & & P ¢ F & £
? = == @b q§
=

we can’t visualize 300 dimensional
vectors, but we can inspect their

pairwise cosine similarities
18
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Word Embeddings

In all the models we’re about to }
consider (neural networks, RNNs, @ ‘ @ ‘ @ d
Transformers) that work with
sentences...

... the first step is always to look
up the t'th word’s embedding
vector parameters and use said
vector for the value of x;

Embedding Lookup

T

)
®—
®—
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Word Embeddings

In all the models we’re about to }
consider (neural networks, RNNs, @ ‘ @ ‘ @ d
Transformers) that work with
sentences...

... the first step is always to look
up the t'th word’s embedding
vector parameters and use said
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Word Embeddings

In all the models we’re about to

consider (neural networks, RNNs, @ ‘ @ ‘ @ } Y
Transformers) that work with
sentences...

... the first step is always to look
up the t'th word’s embedding
vector parameters and use said
vector for the value of x;

S
|
roo1 1



SEQUENCE TAGGING



Dataset for Supervised
Part-of-Speech (POS) Tagging
Data: D = {:B(n) (n)}n_

-]

=

@

O
0000090

Sample 3:

Sample 4:

0000 ®

@Q @Q
@0]60l6 16O




Dataset for Supervised
Handwriting Recognition
Data: D = {x™ ¢}V

R XOLONOXOXOT NOXOXORNEY

ANEEHEAEEN |-
mmo@@o@@@o e

. @ @ e
Figures from (Chatzis & Demiris, 2013)

Sample 2

\J



Dataset for Supervised
Phoneme (Speech) Recognition

Data: D = {z\™, ymN_

Sample 1
0000000000 o

Figures from (Jansen & Niyogi, 2013)



Time Series Data

Question 1: How could we apply the neural networks we’ve
seen so far (which expect fixed size input/output) to a
prediction task with variable length input/output?

®© 00 ® @ 0 i
S

26



Time Series Data

Question 1: How could we apply the neural networks we’ve
seen so far (which expect fixed size input/output) to a

prediction task with variable length input/output?

®© 00 ©®© @ O

31T

F oy
}x
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Time Series Data
1

Question4: How could we incorporate context (e.g.
words to the left/right, or tags to the left/right) into our

solution?

28 9 98 8

Multlple L /S iy @N> & i R /G@Q
ALY )7
Choice: - = ¥ (L( T )
Y S— — X
Working left- ¢ J e v ( (s \Q’U© W
to-right, use | J v v v ’\’7
features of... |¢ /v v v v /
CoRReCT < |F v v v v s 27
« Vv 7 v ¥ |/ by
WRONG — 5l v v v v v v |#EH¥y =




RECURRENT NEURAL NETWORKS



Recurrent Neural Networks (RNNs)

inputs:

hidden units:

outputs

nonlinearity:

'y = (y1,y2,--,y7), ¥i € RN

. IxL S 3
Dg?in(tionC (T){?f\ the RNNT ER/ 53 ,/ e

hi =H (Wanze + Whphe—1 +bp) ¢—
Y — Whyht + by G

K =10
N = )28
T =300

30



Recurrent Neural Networks (RNNs)

Definition of the RNN:
hidden units: h = (h1 hoy. hr), by e R | he = H (Wenxe + Whphi—1 + by)
outputs: y = (y1,y2,--.,y7),¥% € RX | yp = Wpyhe + 0

Yy
nonlinearity: H %

This form of RNN is

[ N1 ] [ Y2 ] [ y3 ] [ called an
Elman Network
L = b

SO ) [0 [ (x




Recurrent Neural Networks (RNNs)

inputs: x = (x1,29,...,27),2; € R!
hidden units: h = (hy, ho,...,h7),hi € R’

outputs: y = (y1,¥2,...,yr),yi € R®
nonlinearity: H T

Definition of the RNN:

hy =H (W;@Wl + by)
yr = Wayhe £ by —

32



A Recipe for

Background

1. Given train;'?gimta:

{wia Y, ffil

2. Choose each of these:
— Decision function

Y = fe(i'i‘z')

— Loss function

f(@, yz) = R

Machine Learning

3. Define goal:

N
0" = arg mein Z U(fo(x:),y;)

1=1

4. Train with SGD:

(take small steps
opposite the gradient)

9(t+1) — H(t) — ntVK(fe(iEz)a yz)



Bc

sion functiol

= fo(x;)

n:VE(fo(xi),y;)

34



Recurrent Neural Networks (RNNs)

inputs: x = (x1,29,...,27),2; € R Definition of the RNN:

hidden units: h = (hy, ko, ..., he) hi € R | he = H (Wanze + Wiphi—1 + by)

outputs: y = (y1,92,-.-,yr),% € R"* | yr = Whyhy + b,
nonlinearity: H

o

)




Recurrent Neural Networks (RNNs)

inputs: x = (x1,29,...,27),2; € R! Definition of the RNN:

hidden units: h = (hy, ho,...,he), hi € R? | Rt = H (Wenze + Whnhi—1 + by)

outputs: y = (y1,92,...,yr), 4 € R™ | yp = Whyhe + 0,
nonlinearity: H

36



Recurrent neural
network:

Y

BPTT:

1. Unroll the
computation
over time

2. Run
backprop
through the
resulting feed-
forward
network



inputs:

hidden units:

outputs

nonlinearity:

Bidirectional RNN

X = (ZCl,ZUQ,.--,CCT),CUZ' ERI
—
h and%

Yy = (y17y27"'7yT)7yi ERK
H

Recursive Definition:

— —

hy=™H <Wxﬁ$t + Wﬁﬁ hi_1+ bﬁ)
— —

h t — H (Wafﬁxt + W%% h t+1 + b%)

- <
yt:Wﬁyht—i_W(_yht—i_by




inputs:

hidden units

outputs

nonlinearity:

Bidirectional RNN

x = (x1,%2,...,27),2; € R
%

: h andi

Ly = (y17y27°"7yT)7yi ERK
H

=M (W, e+ Wog b+ by) l
< -
h;=H (Wxga:t + W%% b1+ b%

=
h

Recursive Definition:

|

= =
yt:Wﬁyht‘i‘W%yht‘Fby

) /)\7%
T

",
D

| be

-

A N\ Gl Fow
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Bidirectional RNN

Recursive Definition:

%
h;=™H (Wxﬁiﬁt + Wﬁﬁ

inputs: x = (21, 22,...,27),2; € R
%
hidden units: h and i
— —
outputs: y = (y17 Ya,. .. 7yT)7 Yi € RK he=H (Wx%xt + W%% h t+1 T b%)

— —
yt:Wﬁyht+W<Eyh

ﬁ)t—l + bﬁ)

X

nonlinearity:

t+by

rl /|

40



Deep RNNSs

: I
inputs: x = (x1,22,...,27),2; € R

outputs: y = (y1,92,...,yr),yi € R®
nonlinearity: H

- Yt—1

Yt

Recursive Definition:

= H (Wino1pnh ™+ Winpn B | + b})

yr = Wynyhy + by

Yt41 - - -

Ce Xp—1

Figure from (Graves et al., 2013)

Lt

41



Deep Bidirectional RNNs

inputs: x = (x1,x2,...,27),%; € R!

outputs: y = (y1,¥2,--.,yr), ¥ € R®
nonlinearity: H

Figure from (Graves et al., 2013)

42



LSTMS



RNNs and Forgetting



Long Short-Term Memory (LSTM)

Motivation:

* Standard RNNs have trouble learning long
distance dependencies

e LSTMs combat this issue

m PE} S




Long Short-Term Memory (LSTM)

Motivation: L)t - %’/[(I/\)xuxt +Zt)hu l/f%u, #Lb
* Vanishing gradient problem for Standard RNNs —

 Figure shows sensitivity (darker = more sensitive) to the input at
time t=1

- l/_-\' ',.-—-\II '."'_".. F ',.-—'-._.'
Qutputs ) | { | | | |
i X I i Y
Hidder (A £
Jcen - \. ¥ | o — ' & |
Layes __/ O T NG
i A i i A

47
Figure from (Graves, 2012)



Long Short-Term Memory (LSTM)

Motivation:
e LSTM units have arich internal structure

* The various “gates’” determine the propagation of information
and can choose to “remember” or “forget” information

TTTTITeT

Coer ‘* -0 ‘* ‘*O‘* Q

e bddEde

Time

Figure from (Graves, 2012)



Long Short-Term Memory (LSTM)

49



Long Short-Term Memory (LSTM)

xt\
/

it =0 (Wyixe + Whihi—1 + Weici—1 + b;)

Tt

ft =0 Wgpxe + Whrhi—1 + Weper—1 + by)
Ct = frci—1 + i tanh (Wyexy + Whehe—1 + be)

Ot = 0 (onxt + Whoht—l + Wcoct + bo)

hy = oy tanh(cy)
Figure from (Graves et al., 2013)

= Wy by b,

Lt

50



Long Short-Term Memory (LSTM)

Tt Lt

it =0 (Waziﬂft + Whihi—1 + Weici—1 + bi) e(o,\ .,

ft =0 Wysxe + Whehe1 + Wepcr1 + bf)é(i)/ﬁJ
¢t = frei—1 + dgtanh (Weexy + Whehy—1 + be) -
Ot = 0 (onxt + Whoht—l + Wcoct + bo)

h: |= o tanh(c;)
Figure from (Graves et al., 2013)
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Long Short-Term Memory (LSTM)




Deep Bidirectional LSTM (DBLSTM)

!




Deep Bidirectional LSTM (DBLSTM)

T T T How important is this
particular architecture?
Jozefowicz et al. (2015)
evaluated 10,000
T different LSTM-like
- . - architectures and
found several variants
that worked just as
well on several tasks.

-

T

T

—t



Why not just use LSTMs for everything?

Everyone did, for a time.

But...

1. They still have difficulty with long-range dependencies

2. Their computation is inherently serial, so can’t be easily
parallelized on a GPU

3. Eventhough they (mostly) solve the vanishing gradient problem,
they can still suffer from exploding gradients



RNN /LSTM RESULTS



Dataset for Supervised
Named Entity Recognition (NER)

* Goal: label the spans Data: D = {ag(”), y(m}ﬁf:l
of persons, locations,

organizations, times, B-PER  I-PER 0 B-LOC  I-LOC } yv
etc. (aka. entities) Sample 1:
e Data Representation; ZTenzing Norgaa é:limbed Zl\/lount Everest Lo } XV
£
to cast as a sequence g ,
tagging problem, we comple » B-PER O B-LOC I-LOC } y@
use B.egm-lnSIde_ . Obama visits Paris France } x?
Outside (BIO) tagging
* BIO tags distinguish B-PER I-PER B-ORG I-ORG O 0 } yo
between adjacent Sample 3: .
entities of the same Steve Jobs’ Apple Inc. changed tech } X
type BLOC  B-LOC 0 0 } y@
Sample 4: f
Spain Ital \B win medals } x®
[ P ZLOL YJloc

57



LSTM Empirical Results

Named Entity Recognition (NER) on CoNLL
2003 (English)

* CoNLL-2003 is the most
prominent dataset for NER

* F1- higher is better Leaderboard Dataset
* blue dots are methods that use
an LSTM View F1 v by Date v | for All models

* an LSTMis the primary model

behind the state-of-the-art -
94 Cross-sentence context (FIrsD

(ACE + document-context) Flair embeddingss-¢—g——— @

; TagLM : =
Bi-LSTM-CNN S el
32 o _ ® ~0 e °

90

F1

88
86
84

82
2016 2017 2018 2019 2020 2021 2022 2023 2024

Other models -o- Models with highest F1

Figure from https://paperswithcode.com/sota/named-entity-recognition-ner-on-conll-2003



BACKGROUND: HUMAN LANGUAGE
TECHNOLOGIES



Human Language Technologies

Speech Recognition

Machine Translation

o2 S5 goie

7| Al H

Summarization

11— T

Lorem  ipsum dolor st amet,

v T ey
eiu
lab
nit
nit
vol
" iu
Qu ”'b‘ lab
ol
dia 73 nib
ol oy nm]
a1z o
e “i Po
U e o
qui & da
:JL o sol
ac egr
pel U eqi
viv :‘" eu
ac -
-
viv—4
lac
e
viv
ac.

Lorem ipsum dolor sit amet,

Vo s s e
eiu s ;
lap__ Lorem ipsum dolor sit amet,
b consectetur adipiscing elit, sed do
w eiusmod tempor incididunt ut
’“I labore et dolore magna aliqua. Id
o nibh tortor id aliquet lectus proin
qu mibh nisl- Odiout enim blandit
dia  Volutpat —maecenas  volutpat.
*Forta nibh venenatis cras sed:
S0l quam id leo in vitae. Aliquam id
B diam maecenas ultricies mi. Et
s solicitudin ac orci.phasellus
| egestas. Diam in arcu cursus
&l euismod quis viverra. Vitae auctor
:‘" au augue ut lectus arcu. Semper
;; quis lectus nulla at volutpat diam
viv ut. Sed arcu non odio euismod
o lacinia, Ve euismod —in
~ pellentesque massa. Augue lacus

viverra vitae congue eu consequat
ac. Tincidunt id afi.

ot

61



Bidirectional RNN

RNNs are a now commonplace backbone in
deep learning approaches to natural language
processing

Y1 Y2 Y3 ¥4 probabilistic output
A \ A

E E E E right-to-left hidden
h, h, n h, left-to-right hidden

y / states

word embeddings



BACKGROUND:
N-GRAM LANGUAGE MODELS



n-Gram Language Mode]

* Godal: Generate realistic looking sentences in a human
language

* Key Idea: condition on the last n-1 words to sample
the nt" word

P
-—\ Q/
Z N2
N D 2 9 D
/—\\ /\\ ] o Q Yo
<& s 0 <& bqj X o,qj‘
Y & < > Y S
) 6 N Q S <
O O O O O O
Q Q Q Q Q Q




n-Gram Language Mode]

Question: How can we define a probability distribution over a
sequence of length T2

e ) o e ) (e ) (oo

W, W, W; W, Wi We
T

n-Gram Model (n=2) p(wy,wa, ..., wr) = | [ p(ws | we—1)
t=1

p(Wv W, W37 cee W6) =
The p(W1)
[ The J( bat ] p(w, [ w,)
[ bat ][ made ] p(W3 Wz)
[ made ][ noise J p(W4 W3)
[ noise ][ at ] p(W5 W4)
o) (@) p(wg | we)

67



n-Gram Language Mode]

Question: How can we define a probability distribution over a
sequence of length T2

e ) o e ) (e ) (oo

W, W, W; W, W Wi
T

n-Gram Model (n=3) p(wy,wa, ..., wr) = [ [ plwe | we—1,we—2)
t=1

p(Wv W, W37 cee W6) =

The p(W1)
[ The J( bat ] p(w, [ w,)
[ The ] [ bat ][ made ] p(W3 W,, W1)
[ bat ][ made ][ noise ] p(W4 W3’ WZ)
[ made ][ noise ][ at ] P(W5 W4, W3)
[ noise ][ at ][ night ] p(W6 WS’ W4)




n-Gram Language Mode]

Question: How can we define a probability distribution over a
sequence of length T2

e ) o e ) (e ) (oo

Wi W, W3 Wy Ws We
T
n-Gram Model (n=3) p(wi,wa, ..., wr) = | [ pwe | we—1, i)
=1
p(w,, 3o We) =
The p(W1)

The (=l YAYVEE RVVA
— Note: This is called a model because we

made some assumptions about how many
previous words to condition on
(i.e. only n-1 words)




Learning an n-Gram Model

Question: How do we learn the probabilities for the n-Gram
Model?

P(w¢ | Wi, = The, p(W¢ | we, = made, P(W¢ | Wy, = cows,
0 Wi, = bat) 0 Wi, = NOIse) O Wy, = eat)
Wi p(- [+ ) Wi p(-[+>) Wi p(- [+
ate 0.015 at 0.020 corn 0.420
flies 0.046 pollution 0.030 grass 0.510

zebra 0.000 zebra 0.000 zebra 0.000

70



Learning an n-Gram Model

Question: How do we learn the probabilities for the n-Gram
Model?
Answer: From data! Just count n-gram frequencies

p(w; | Wy, = cows,

O Wi, = eat)
.the cows eat grass...

...our cows eat hay daily... Wt p(-[+-)
... factory-farm cows eat corn...

corn 411

...on an organic farm, cows eat hay and...
...do your cows eat grass or corn?...
...what do cows eat if they have...
...cows eat corn when there is no... hay 2/11
... which cows eat which foods depends...
...if cows eat grass...

...when cows eat corn their stomachs...
...should we let cows eat corn?...

grass 3/11

if 111

which 1/11

71



Sampling from a Language Model

Question: How do we sample from a Language Model?
Answer:

1. Treat each probability distribution like a (50k-sided) weighted die
2.  Pick the die corresponding to p(w, | W, W)

3. Roll that die and generate whichever word w, lands face up
4

Repeat ~
P > N 2
N ) ¥ o %)
QN AN © S N °
< oy N § ¥ B

g g < > Y S
) 6 N Q S <

O O o O O O

Q Q Q Q Q Q




Sampling from a Language Model

Question: How do we sample from a Language Model?

Answer:

1. Treat each probability distribution like a (50k-sided) weighted die
2.  Pick the die corresponding to p(w, | W, W)

3. Roll that die and generate whichever word w, lands face up

4.

Repeat

Training Data (Shakespeaere)

5-Gram Model

| tell you, friends, most charitable care
ave the patricians of you. For your
wants, Your suffering in this dearth,
you may as well Strike at the heaven
with your staves as lift them Against
the Roman state, whose course will on
The way it takes, cracking ten thousand
curbs Of more strong link asunder than
can ever Appear in your impediment.
For the dearth, The gods, not the
patricians, make it, and Your knees to
them, not arms, must help.

Approacheth, denay. dungy
Thither! Julius think: grant,—-0
Yead linens, sheep's Ancient,
Agreed: Petrarch plaguy Resolved
pear! observingly honourest
adulteries wherever scabbard
guess; affirmation--his monsieur;
died. jealousy, chequins me.
Daphne building. weakness: sun-
rise, cannot stays carry't,
unpurposed. prophet-like drink;
back-return 'gainst surmise
Bridget ships? wane; interim?
She's striving wet;




RECURRENT NEURAL NETWORK (RNN)
LANGUAGE MODELS



Recurrent Neural Networks (RNNs)

inputs: x = (x1,29,...,27),2; € R
hidden units: h = (hy, ho,...,h7),hi € R’

outputs: y = (y1,2,---,yr), ¥ € R"
nonlinearity: H

Definition of the RNN:
he = H(Wenxy + Whphi—1 + bp)
Yt — Whyht =+ by

75



The Chain Rule of Probabilitm

Question: How can we define a probability distribution over a

sequence of length T2

e ) o e ) (e ) (oo

W, W, W3 W, W5 We
T
Chain rule of probability: p(wi,wa,...,wr) = | [ p(ws | wi_y,...,w)
t=1
p(w,, vﬁo@, ey Wg) =
p(w,)
e I amr— YAV FVVA
e Note: This is called the chain rule because
(me|] itis always true for every probability
The distribution w)
The PAYVe [ VW5 YWy VV3y VVo) W1)

76



RNN Language Model

T
RNN Language Model: p(w1,ws, ..., wr) = | [ p(w: | fo(we-1,...,w1))
t=1

p(W1, W, W3) cee W6) =
The p(W1)

(The ) (Toat ) p(W, | fo(wi))

[ The ] [ bat ][ made ] p(W3 fe(wz, W1))

[ The ][ bat ][ made | [ noise ] p(W fG(W3) W,, W1))

[ The ][ bat ][ made |( noise |[ at | p(W fe(w W , W, W1))

[ The ][ bat ][ made |[ noise |[ at ][ night | p(W6 fe(W W,, W3, W, W1))

Key Idea:

(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector




RNN Language Model

[The ][ bat ][made][noise][ at ][night] [ END]

I A T R

»]«p(w1|h1) TP(WZIhZ) TP(WBWS) Tp(w4lh4) TP(WSIhS) TP(W6|h6)Tp(W7|h7)
. > | > > > > >

) L

ho h, h, h, h, hs he
I O e I I O e O e I I e B B e B D e

A /A N A

[STARTJ [ The ] [ bat ] [made] [noise] [ at ] [ night]

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

The

T

p(wilh,)

ho
[TT]
/]

START

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

bat

T
o[p(wzlhz)

h, h,
CITF—t 1 1]

o

(START ] [ The |

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

made

T
/[ p(wshs)

hy h, h,
(IT =1l 1]

L1

(START] [ The | [ bat |

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

noise

T
/[p(w4lh4)

ho h, h, h,
(ITT——l Il 11]

I

(START ] [ The ] [ bat ) [ made |

7z

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

T
'[P(Wslhs)

ho h, h, h, h,
(ITTH+—lIlIl >+l 1]

[ 1 1 1

(START] | The | [ bat | [ made | [ noise ]

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

Question: How can we create a distribution

5
Answer: T
[P(W6|h6)
h, h, h, h; h, hs

(ITF—lI T Il > 11

L 1t 1 1 1

[STARTJ [ The ] [ bat ][made] [noise][ at ]

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

END

T
Ip(w7lh7)

ho h, h, h, h, hs he
I O e I I O e O e I I e B B e B D e

r -t t 1 1 °

[START] [ The ] [ bat ] [made] [noise] [ at ] [ night]

Key Idea:
(1) convert all previous words to a fixed length vector

(2) define distribution p(w; | fo(w,.,, ..., W,)) that conditions on
the vector h, = fg(wy,, ..., W,)




RNN Language Model

[The ][ bat ][made][noise][ at ][night] [ END]

T

T

T

T

»]«p(w1|h1) TP(WZIhZ) TP(WBWS) Tp(w4lh4) TP(WSIhS) TP(W6|h6)Tp(W7|h7)
' > | > > > > > >
h, h, h, h; h, h he
(TTF—lITTFTT > I T I T > TIT 111

A

A

N

A

[START] [ The ] [ bat ] [made] [noise] [ at ] [ night]

P(W1, Wy W3y ooy WT) = p(W1 l h1) p(Wz | hz) p(Wz | hT)



Sampling from a Language Model

Question: How do we sample from a Language Model?
Answer:

1. Treat each probability distribution like a (50k-sided) weighted die
2.  Pick the die corresponding to p(w, | W, W)

3. Roll that die and generate whichever word w, lands face up
4

Repeat ~ . .@Q/\
N ) ¥ S )
QN AN © S N °
< <& N § ¥ B
g g < > Y S
) 6 N Q S <
O O O O O O
Q Q Q Q Q
— — —
) @ The same approach to

[ e || bt | sampling we used for an n-

Gram Language Model also
works here for an RNN
Language Model




Sampling from an RNN-LM

44
VIOLA: Why, Salisbury must find his flesh and thought
That which I am not aps, not a man and in fire, To show
the reining of the raven and the wars To grace my hand
reproach within, and not a fair are hand, That Caesar and
my goodly father's world; When | was heaven of
presence and our fleets, We spare with hour
council | am great, Murdered and by thy
there My power to give thee but so much
service in the noble bondman here, Woul
her wine.

h me brok
Which is the real
Shakespeare?!

44

CHARLES: Marry, do I, sir; and | came to acquaint you
with a matter. | am given, sir, secretly to understand that
your younger brother Orlando hath a disposition to come
in disguised against me to try a fall. To-morrow, sir, |
wrestle for my credit; and he that escapes me without

n limb shall acquit him well. Your brother is
ender; and, for your love, | would be

as | must, for my own honour, if he

re, out of my love to you, | came hither

KING LEAR: O, if you were a feeble , the courtesy of
your law, Your sight and several breath, will wear the
gods With his heads, and my hands are wonder'd at the
deeds, So drop upon your lordship's head, and your
opinion Shall be against your honour.

Example from

{thal, that either you might stay him
from his intend brook such disgrace well as he
shall runinto, in t is a thing of his own search and
altogether against my will.

TOUCHSTONE: For my part, | had rather bear with you
than bear you; yet | should bear no cross if | did bear you,
for | think you have no money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

Shakespeare’s As You Like It

VIOLA: Why, Salisbury must find his flesh and thought
That which I am not aps, not a man and in fire, To show
the reining of the raven and the wars To grace my hand
reproach within, and not a fair are hand, That Caesar and
my goodly father's world; When | was heaven of
presence and our fleets, We spare with hours, but cut thy
council I am great, Murdered and by thy master's ready
there My power to give thee but so much as hell: Some
service in the noble bondman here, Would show him to
her wine.

KING LEAR: O, if you were a feeble sight, the courtesy of
your law, Your sight and several breath, will wear the
gods With his heads, and my hands are wonder'd at the
deeds, So drop upon your lordship's head, and your
opinion Shall be against your honour.

Example from

RNN-LM Sample

CHARLES: Marry, do I, sir; and | came to acquaint you
with a matter. | am given, sir, secretly to understand that
your younger brother Orlando hath a disposition to come
in disguised against me to try a fall. To-morrow, sir, |
wrestle for my credit; and he that escapes me without
some broken limb shall acquit him well. Your brother is
but young and tender; and, for your love, | would be
loath to foil him, as | must, for my own honour, if he
come in: therefore, out of my love to you, | came hither
to acquaint you withal, that either you might stay him
from his intendment or brook such disgrace well as he
shall run into, in that it is a thing of his own search and
altogether against my will.

TOUCHSTONE: For my part, | had rather bear with you
than bear you; yet | should bear no cross if | did bear you,
for | think you have no money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

RNN-LM Sample

VIOLA: Why, Salisbury must find his flesh and thought
That which I am not aps, not a man and in fire, To show
the reining of the raven and the wars To grace my hand
reproach within, and not a fair are hand, That Caesar and
my goodly father's world; When | was heaven of
presence and our fleets, We spare with hours, but cut thy
council I am great, Murdered and by thy master's ready
there My power to give thee but so much as hell: Some
service in the noble bondman here, Would show him to
her wine.

KING LEAR: O, if you were a feeble sight, the courtesy of
your law, Your sight and several breath, will wear the
gods With his heads, and my hands are wonder'd at the
deeds, So drop upon your lordship's head, and your
opinion Shall be against your honour.

Example from

Shakespeare’s As You Like It

CHARLES: Marry, do I, sir; and | came to acquaint you
with a matter. | am given, sir, secretly to understand that
your younger brother Orlando hath a disposition to come
in disguised against me to try a fall. To-morrow, sir, |
wrestle for my credit; and he that escapes me without
some broken limb shall acquit him well. Your brother is
but young and tender; and, for your love, | would be
loath to foil him, as | must, for my own honour, if he
come in: therefore, out of my love to you, | came hither
to acquaint you withal, that either you might stay him
from his intendment or brook such disgrace well as he
shall run into, in that it is a thing of his own search and
altogether against my will.

TOUCHSTONE: For my part, | had rather bear with you
than bear you; yet | should bear no cross if | did bear you,
for | think you have no money in your purse.


http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Sampling from an RNN-LM

44
VIOLA: Why, Salisbury must find his flesh and thought
That which I am not aps, not a man and in fire, To show
the reining of the raven and the wars To grace my hand
reproach within, and not a fair are hand, That Caesar and
my goodly father's world; When | was heaven of
presence and our fleets, We spare with hour
council | am great, Murdered and by thy
there My power to give thee but so much
service in the noble bondman here, Woul
her wine.

h me brok
Which is the real
Shakespeare?!

44

CHARLES: Marry, do I, sir; and | came to acquaint you
with a matter. | am given, sir, secretly to understand that
your younger brother Orlando hath a disposition to come
in disguised against me to try a fall. To-morrow, sir, |
wrestle for my credit; and he that escapes me without

n limb shall acquit him well. Your brother is
ender; and, for your love, | would be

as | must, for my own honour, if he

re, out of my love to you, | came hither

KING LEAR: O, if you were a feeble , the courtesy of
your law, Your sight and several breath, will wear the
gods With his heads, and my hands are wonder'd at the
deeds, So drop upon your lordship's head, and your
opinion Shall be against your honour.

Example from

{thal, that either you might stay him
from his intend brook such disgrace well as he
shall runinto, in t is a thing of his own search and
altogether against my will.

TOUCHSTONE: For my part, | had rather bear with you
than bear you; yet | should bear no cross if | did bear you,
for | think you have no money in your purse.
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SEQUENCE TO SEQUENCE MODELS



Sequence to Sequence Model

Speech Recognition

Machine Translation
714 HY =2 E5| GO{et ot QL2 90| Aol AF O

1 - —

Summarization

Lorem  ipsum dolor st amet,

A e et

lab

nit

nit

vol

Po iu

Qu Mt pp  Lorem ipsum dolor sit amet,

A LB S s e

sol g mb |y,  Lorem ipsum dolor sit amet,

eg g, VOl .y,  comsectetur adipiscing elit, sed do
eui Po eiusmod tempor incididunt ut

e qu ™ jabore et dolore magna aliqua. Id
qu % dia ¥ nibh tortor id aliquet lectus proin
ut—g sol Gy nibh sl Odio ut enim biandit
ac g 4o volutpat maecenas  volutpat.
pel U eqi 12 porta nibh- venenatis cras sed.
viv U ey %00 Guam id leo in vitae. Aliquam id
ac. ';e“ qu % diam maecenas ultricies mi. Et
Pt g solictudin ac orci phasellus

o lac gy egestas Diam in arcu cursus

pel euismod quis viverra. Vitae auctor

viv Y% au augue ut lectus arcu. Semper

ac. ';; Guis Tectus nulla at volutpat diam

viv ut. Sed arcu non odio euismod

" ladnia. Velit euismod in

pellentesque massa. Augue lacus

viverra vitae congue eu consequat
ac. Tincidunt id afi.



Sequence to Sequence Model

Now suppose you want generate  Applications:

e * translation:
a sequence conditioned on Spanish = English
another Input * summarization:

Kev Idea: article 2 summary
; ) * speech recognition:

1. Use an encoder model to speech signal = transcription
generate a vector

representation of the input r___PEGE)_(!?E ______________________ ,
2. Feed the output of the | L@ | i
encoder to a decoder which i i
will generate the output | T |
E p(ws|hs) E
___ Encoder i :
i e, e, e; e, i E d, d, d; i
. O—m—m—————m— - |
i [Vamos ] [ al ] [ cafe ] [ ahora ] E i [ START ] Let’s ] [ go ] E



Deep Learning Objectives

You should be able to...

Implement the common layers found in Convolutional Neural
Networks (CNNs) such as linear layers, convolution layers, max-
pooling layers, and rectified linear units (ReLU)

Explain how the shared parameters of a convolutional layer
could learn to detect spatial patterns in an image

Describe the backpropagation algorithm for a CNN

|dentify the parameter sharing used in a basic recurrent neural
network, e.g. an Elman network

Apply a recurrent neural network to model sequence data
Differentiate between an RNN and an RNN-LM



