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1 Programming: Tree Structures and Algorithms

Topics Covered:
e Depth of nodes and trees

e Recursive traversal of trees

— Depth First Search /lﬁJ t
* Pre-order Traversal ?
* In-order Traversal ~//
# Post-order Traversal ©
— Breadth First Search (Self Study) /A
e Debugging in Python o O

Questions: fa ‘ILé— Z/ﬂg e %}é% ‘ZLI"CL V‘f/'é‘éc/ b1w wp y 2 nm/,_as
1. Depth of a tree definition

LM;es?” /,\aﬂ /en}'*"b ‘rom fpp?L to leat

2. Depth of a node definition

L,gpj;‘% ot /%17‘/’ btw root and an ippuwt” 2L o
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3. What is the depth of tree A? What is the depth of node X, in tree A?

4. What is the depth of tree B?

{ e —2 Dec's o n Sfum/p

o 2
£ %

5. What is the depth of tree C? What are the depths of nodes X; and X; in tree C?
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6. In-class coding and explanation of Depth First Traversal in Python.
Link to the code:

https://colab.research.google.com/drive/1VvNZUQ4ZikQXcvWL-EY10PnGdye2P@24?usp=
sharing

DFS Tree Traversals and Printing

# This class represents an individual node
class Node:

def __init__(self, key):
self.left = None
selt. val =
self.right = None —7 @ [£ 6‘

self.val = key

def traversall(root):
if root is not None: —7 Bec—> 57’7/ o @ leg
# First print the data of node
print(root.val, end=’\t’)
# Then recurse on left child
traversall(root.left)
# Finally recurse on right child
traversall(root.right)

def traversal2(root, [a] )/’/71’5 \)/
if root is not None: O
# First recurse on left child
traversal2(root.left, bl ) Jxﬂ/;l/f +) /[ J
# Then print the data of node C-

print (f’ ({root.val}, { [c] })’)6/?/2‘4 CD b

# Now recurse on right chiId

traversal2(root.right, [d] )C/Q/O%A Yy

def build_a_tree():
root = Node (1)
root.left = Node(2)
root.right = Node(3)
root.left.left = Node(4)
root.left.right = Node(5)
return root

if __name__ == ’__main__":
root = build_a_tree()
print(’traversall of the binary tree is: ’)
traversall(root)
print ()
print(’traversal2 of the binary tree is: ’)
traversalZ(rooE)g)
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Y =0
D =(

P =2

First identify which traversal function is pre-order, in-order, or post-order DF'S:
e traversall() is

e traversal2() is

Fill-in-the-Blanks: Next, fill in the code for traversal?2.

Code Output:

f,e_ardvrtraversah of the binary tree is: | 2 Uy F o3

n ~”,£/&r traversal2 of the binary tree is: C‘é;)) (2/ l’.) (S:, 2_) LL/ a) 63
o L g . ), 4,-)

10-301/10-601: Recitation 2 Page 5 of 9 01/24/2025

2 The Need For Speed: Vectorization and Numpy

Performing mathematical operations on vectors and matrices is ubiquitous in most machine
learning algorithms. Whether it’s a simple similarity measure that works by calculating the
dot product between two vectors, or deep neural networks, they all involve repeated matrix
operations. This makes it imperative that our underlying code design to perform matrix
operations is efficient.

2.1 The Perils of Python

While Python is widely the language of choice for machine learning researchers across the
globe (thanks to the speed of development and code readability it offers and the support
it enjoys from the open-source community), Python as a high-level language on average is
much slower than a lower level language like C++-. To combat this, libraries like numpy and
scipy implement most of the back-end operations they perform in C/C++, while providing
wrappers in Pymto be able to call underlying C code seamlessly from a Python script.

2.2 Speed Comparison: Numpy and Python

We highly recommend you to use numpy extensively in this course, it will be difficult to pass
the programming portion of Homework 4 without writing most of your matrix operations in
numpy. In this section, we’ll see why.

Consider you have two vectors a, b € R". To see how similar they are, as measured by the
cosine angle between them, you want to compute their dot product. This translates to the

following operation: /‘7

{ A
a- b = albl —+ CLQbQ + ...+ anbn

When translated to code, notice how the dot product in NumPy is a whopping 100x faster
than the native Python!

from timeit import timeit
import numpy as np
import array

VECTOR_SIZE = int(1e8)

# NumPy arrays —
a np.random.rand (VECTOR_SIZE) nﬁrd!f"a)’ L// Lo 7) L—
b np.random.rand (VECTOR_SIZE)

# Python arrays
aArr = array.array(’d’, a)

bArr array.array(’d’, b)
—7
10-301/10-601: Recitation 2 Page 6 of 9 01/24/2025

)QUnvﬁy

def test_np():
return np.dot(a, b)

# faster than multiprocessing, python lists, or numpy arrays with
python loops
# faster than using a range and indexing

est_py_arr(): S
return sum(x * y for x, y in zip(aw 4%

def time_dot_product(f):
return timeit(f, setup=f, number=5) / 5

n

if __name__ == "__main__
print (f"NumPy = {time_dot_product(test_np):.2f3}") "
print (f"Python on an array = {time_dot_product(test_py_arr):.2f}")

",

2.3 Useful Numpy Operations

Some operations in numpy that you will find really useful in your assignments are:

@ ¢ npmatmul: Mlatrix multiplication of two matrices
T L2
N . 7S T,
o AT : Returns unique elements along an axis. —7
.

3,233
> )y —_
e np.hstack: Stack two arrays horizontally (column-wise) («L “2 2 17 J L Z 2 2 4 J)
]

e np.expand_dims: Convert a row vector of size n into a matrix of size nx 1 or 1 xn

. i~ IL I'4
@og, np.sum, np.exp, @, T, a@ *toi s (E(’ 2 3] ) 7y, -@ [ /ﬁ
s

You can read C vs. Python for more details, and you can also read these two tutori-
als (beginner, intermediate) from the official numpy website. For instance, understanding
broadcasting is recommended. It will help you debug the shape errors you might face in all
future homeworks. el s'm:=l

~

_ _ — VsTaclkk => @
~_ L ;] d’i‘»b(?‘l [ ] @ /‘aW/BK‘a'”p/c L % —> [ j
3

Aﬁﬁ&éjf =D &&4¥'ab nepyr f%?d&uﬂﬁgre_ l:

3wl _ 3
[,3,~)?C 1997‘0::/((‘ LE]) =[4% % Cse] L7+ ) 4 =~ 7
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Z
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3 ML Concepts: Construction of Decision Trees B.C QWPW‘Q onteria”

In this section, we will go over how to construct our decision tree learner on a high level. - Max MPH”

The following questions will help guide the discussion: - PWH'Y ot lahels

1. What exactly are the tasks we are tackling? - Same featune verturg Y?/}’Ml,\'ﬂinﬂ
. What are the inputs and outputs at training time? At testing time? = un VVlCLAOn'\-\/ voTe
§ ' N Reorsive

2

3. At each node of the tree, what do we need to store?

4. What do we need to do atrainin@ EM’?N noke 0L
)

. What do we need to do at testing time? | Calewlote MT of- ol Learures ) Seletk vest featuve Xd
VD 6. What happens if max depth is 07 M%OﬁH vote H‘V ¢ domaiv M)
ML& 7. What happens if max depth is greater than the number of attributes? max-0opth = lp 09 o000 - (n) D"{ x4=0%
| - N=p Dy= Z&WJ %L")> £D ‘ Xd, ;vg .
[ I Stop growing +ree! = =13
R pecvw&i\wlﬂ cal pnshck o on Dy and
‘WE /mﬁlw Sre a5 didbren, of 1 )
Pumone
Temn/ TEST pon
1\l
I, ledr Dt olassifier A
predick |otbels
evalwate t A et of mehics 6% Tewng

— redict usivy taved DT oon o/ yest data
o _vamwj —wite predichond & mevics 1o ounfput e

Teshn
[Nl'}m/\mwﬂ it \ﬂ

IN: —learned DT classifier
UTOAT : Jearmed DT olassifler - trainl teir data

OuTeyT;
7 e —preditted lakeld
3, © —athiaake chosen eaiCied lahe \
“Childvev pointers (L) ~ metdics (A, error
O’/ \1/
Sl
~Substied, data,
—depth
- get of vmlakle Pettuies
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4 ML Concepts: Mutual Information %1, 1, |[ \E => " puee !
\ \

Information Theory Definitions:
e o H(Y) = =3 coutuesy) P(Y = ) logy, P(Y = y)
cond- e HY | X =1) = — Eyevalues(Y) PY =y|X =z)log, P(Y = y|X = z)
WS o HO 1 X) = s POX= 0)HY | X =)
{revatues(X),
WL [ e 10 X) = HY) = Y| X) 5 HOX) — HIX|Y)

Exercises

200 01T Hwmpure "

1. Calculate the entropy of tossing a fair coin.

HIY) = -PU=tiis)la, PCY= taile) — Plé=hears)log POV~ heads)
= “Slgel — 2925
= Ao,
- J_ 6

2. Calculate the e;ltropy of tossing a coin that lands only on tails. Note: 0 - log,(0) = 0.

)= —Jleg , | —Woo

=0

3. Calculate the entropy of a fair dice roll.
b
- %, PlI=y) log, =y ) = ~% Tl © = Aoy, b
X VNI, = UQZ b\
4. When is the mutual information I(Y; X) = 07

1(hx)=0 < xuY
G SyMbol <o ineup
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Used in Decision Trees: Xy -._x'_z\_} 'é
— . o) | IM;%)=0
Outlook (X;) | Temperature (X,) | Humidity (X3) | Play Tennis? (Y") @
- sunny hot high : @53 o G o
- overcast ot high s — N
) E———— T rieh yos Vo) O
N=8 : —FadR. TOO!L TroTHed 68, l (@) )
- sunny mild high ° ( g_o\)
- sunny mild normal - !
- —TTer mild normal yesT
’ hot normal YES .

1. Using the dataset above, calculate the mutual information for each feature (X, X, X3)
to determine the root node for a Decision Tree trained on the above data.

What is I(Y;X;- D= - 3 95— 3 g% = 0.5 ROV XY= S, Plxer) H’(ilX\.:ﬁ)
Whatis 1(Y; X,)? L% %) 3 0.81\- 0.244 = 0.44F .

What is I1(Y; X3)? (Y5 £2) = 0.0\ X (Y4 0.3 XPS\AYW\:}/‘
What feature should be split on at the_root node? . H’( g l (=% ) _ - = 2 1 S
JLOOL NOAE, = SWANY ) = ‘61"”‘}7/%— \o
\ 5\09235

max. M1 Xi=roiveg?
X, G roof D= roing) 5 8
XlBCUmta%¥
2. Calculate what the next split should be. o X ~_ - ‘H'(,\l/ ])(V: 0\]0{%@75
- o
Xz v Xp ? P Jowuast % = PO sunwy) K0y ) y=suany) +
; 4

005 = L C\I_) XO«) ? Leature MOiiBet O chlz mﬁ""f)l"'(" IX)‘:YMY\«\D +
pap = (7 xs) Mz P(X\» tvercast) F(Y [ X, » ovncast)

©
. 2 =
@ " 3 g“%\"%‘%/%l%z%] ¥ M
N .
w / OW ~0-p4Y
O

high /) gw
@b e Xz
Xo

3. Draw the resulting tree.

[}

Y
O

—2 majodty vote
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