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~26ms

~14ms

● Information has physical limitations on speed of travel (Speed of light)
● Inherent latencies

○ Especially for real-time information, speed is everything!

Pittsburgh

Moscow

San 
Francisco
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~20ms ~40ms

~320ms
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~20ms ~40ms

~320ms

Means only users in the 
United States will use 

your service!



12



13

~20ms

Backend Storage 2: 
Europe Central

~40ms

~20ms
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Client 2:
Pittsburgh

Client 3:
Moscow

Client 1: 
San Francisco

Backend Storage 1: 
USA West

Backend Storage 2: 
Europe Central

~20ms

Backend Storage 3: 
USA East

~20ms

~20ms
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Cost and data consistency are the biggest issues, and 
place scalability limitations
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Client 2:
Pittsburgh

Client 3:
Moscow

Client 1: 
San Francisco

Backend Storage 1: 
USA West

Backend Storage 2: 
Europe Central

~20ms

Backend Storage 3: 
USA East

~20ms

~20ms
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~20ms
~20ms

~20ms~240ms

~40ms
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● Advantages
○ Low latency for reads
○ Reduce the workload of a single backend server
○ Handle failures of nodes by rerouting to 

alternative backup replica 
● Disadvantages

○ Requires more storage capacity and cost
○ Updates are significantly slower
○ Changes must reflect on all datastores (using 

various consistency models)
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Account Balance

xxxxx-4437 $100
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Account Balance

xxxxx-4437 $100
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Account Balance

xxxxx-4437 $100

Withdraw $100

Withdraw $100



27

Account Balance

xxxxx-4437 $0

$100

$100

Both requests are 
processed 

concurrently, and we 
lose $100 as both are 

accepted
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Account Balance

xxxxx-4437 $100

Withdraw $100

Withdraw $100
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Account Balance

xxxxx-4437 $100

Withdraw $100

Withdraw $100

Only one write request 
can be processed per 

key at a time, 
preventing double 

withdrawals!
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Account Balance

xxxxx-4437 $0

$100

$0

The balance is set to 0 
as soon as the money 
is withdrawn, and the 

second request is 
denied
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us-west
us-east

singapore

DCI

coordinator datacenter

DCI

coordinator datacenterDCI

coordinator datacenter
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Task 2 Workflow and Example
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PRECOMMIT
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put?key=X&value=1
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put?key=X&value=1

KeyValueLib.getTime()



                                 42

put?key=X&value=1
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put?key=X&value=1
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put?key=X&value=1



Hints - PRECOMMIT
●

●

●

                                 45



46

●

○

●

○



●
●

●
●

●

                                 47



How to Run Your Program
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Piazza FAQ
1. Search before asking a question

2. Post public questions when possible

https://piazza.com/class/jqsp37y8m572vm?cid=1336 
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https://piazza.com/class/jqsp37y8m572vm?cid=1336
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TEAM PROJECT
Twitter Data Analytics



Query 1 Recap



● 30 teams attempted a Query 1 submission 
● 23 teams got a 10-minute submission
● 6 teams reached 35000 RPS





Team Project

Web-tier Storage-tier



Twitter Analytics System Architecture

● Web server architectures
● Dealing with large scale real world tweet data
● HBase and MySQL optimization         35

GCP Dataproc, Azure 
HDInsight, or Amazon EMR

Web-tier Storage-tier



Query 2 - User Recommendation System
Use Case: When you follow someone on twitter, recommend close friends.

Three Scores:
• Interaction Score - closeness 
• Hashtag Score - common interests
• Keywords Score - to match interests

Final Score: Interaction Score * Hashtag Score  * Keywords Score

Query:
GET /q2?
user_id=<ID>&
type=<TYPE>&
phrase=<PHRASE>&
hashtag=<HASHTAG>

        38

Response:
<TEAMNAME>,<AWSID>\n
uid\tname\tdescription\ttweet\n
uid\tname\tdescription\ttweet



Query 2 Example
GET /q2?

user_id=100123&

type=retweet&

phrase=hello%20cc&

hashtag=cmu

TeamCoolCloud,1234-0000-0001

100124\tAlan\tScientist\tDo machines think?\n

100125\tKnuth\tprogrammer\thello cc!
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Reminders about Penalties
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● M family instances only, smaller than or equal to large type

● Only General Purpose (gp2) SSDs are allowed for storage
○ so m5d is not allowed since it uses NVMe storage

● Other types are allowed (e.g., t2.micro) but only for 
testing
○ Using these for any submissions = 100% penalty

● $0.85/hour applies to every submission, not just the livetest

● AWS endpoints only (EC2/ELB)



Phase 1 Budget
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● AWS budget of $45 for Phase 1
● Your web service should not cost more than $0.85 per hour 

this includes (see write-up for details):
○ EC2 cost
○ EBS cost
○ ELB cost
○ We will not consider the cost of data transfer and EMR

● Even if you use spot instances, we will calculate your cost 
using the on-demand instance price

● Q2 target throughput: 10000 RPS for both MySQL and 
HBase



Tips
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● Consider doing ETL on GCP/Azure to save your AWS 

budget

● Be careful about encoding 😁 (use utf8mb4 in MySQL)

● Pre-compute as much as possible

● ETL can be expensive, so read the write-up carefully
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Phase Deadline (11:59PM ET)
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