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Invited talk as part of 

Computational Game Solving



http://www.youtube.com/watch?v=yaqeZ9Snt4E
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Complex 
Combinatorial 
Action Space

➔ automatic theorem proving
➔ drug design
➔ industrial control problems
➔ AGI
➔ ...
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Multi-modal 
Observation 

Space

➔ robotics
➔ self-driving cars
➔ AGI
➔ ...
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➔ natural sciences
➔ weather forecasting
➔ robotics
➔ AGI
➔ ...

3 Information 
"Poverty"
and Hard 

Exploration



➔ self driving cars
➔ home assistants
➔ human enhancing AIs
➔ AGI
➔ ...

4 Human 
"alignment"



➔ self driving cars
➔ any "real life” deployment
➔ AGI
➔ ...

5 Multiple 
Interacting 

Agents



Private & Confidential





Open-sourced
SCII API

First season of SCII
AI Ladder

Sejong Uni comp 
all bots beaten

by human

4th & final
ORTS comp

Open-sourcing
of BWAPI
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of RTS games 
for AI 

ORTS run first 
RTS games 

comp

IEEE CIG SC
comp starts

SSCAIT
comp starts
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comp Top 3 bots 

beaten by 
human at

AIIDE

Announced
SCII as research 
environment
at BlizzCon

AlphaStar 
demonstration 

match, Jan 2019

AlphaStar GM 
level at the full 

game of SCII
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http://www.youtube.com/watch?v=nbiVbd_CEIA&t=1800
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Interface
Human alignment





Reduced APM - Pro tested and approved
W

IP

APM APM APM

AlphaStar Battle.net opponents

Zerg has higher APMs due to 
repeat actions, such as morphing 

& spawning



Supervised 
learning
Hard exploration
Information poverty





Even AlphaStar Supervised is not a 
single “strategy”. It is a (controllable!) 
collection of dozens of thousands of 
strategies



http://www.youtube.com/watch?v=pnAsg9DKKoI&t=900


Architecture
Combinatorial Action Space
Multi-modal Observations



What When Who Where



Observation encoders and LSTM
● Large transformer for encoding sets of units [Vaswani et al, 2017]

● A deep ResNet for encoding points on the map [He et al, 2015]

● A scatter connection from the transformer to the spatial encoder

● A deep LSTM to endow agent with memory [Hochreiter & Schmidhuber, 1997]



Autoregressive action head

● Fully autoregressive action head with 7 sub-heads:

● Four scalar heads: action type, action delay, action repeat, modifier key

● A recurrent pointer network to select a set of units  [Vinyals, Fortunato & Jaitly, 2015]

● A simple pointer network to select single units

● A ResNet decoder to select points on the map

What When Who Where



Story time:
Why is our Zerg agent so bad compared to other races?

● Other races are just better initially, they dominate the Zerg and it cannot 

flourish

● We are missing some of the Zerg-specific observations/parts of 

environment 



Story time:
Why is our Zerg agent so bad compared to other races?

● Other races are just better initially, they dominate the Zerg and it cannot 

flourish

● We are missing some of the Zerg-specific observations/parts of 

environment 

● It’s because our Protoss agent is not good enough, and there is an 

architectural trick missing!



Story time:
Why is our Zerg agent so bad compared to other races?



What When Who Where



 Reinforcement 
 Learning
  Hard exploration
  Information poverty











Do not start thinking about 
multi-agent dynamics research until 
you have a fully working, robust “best 
response” setup. 



Multi-agent
Learning
Multiple Interacting Agents
Hard exploration
Information poverty



Real world games
look like spinning tops



Payoff matrix analysis







http://www.youtube.com/watch?v=KPLYhRBCcvk


The League Training

Build strong, robust agents

Expose main agents weaknesses

Expose weaknesses of entire 
League



The League Training



The League Training



The League Training



Who to train against?



Who to train against?

FSP



Who to train against?

FSP
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Who to train against?

FSP

PFSP

You never play against opponents that you dominate.

You focus on beating everyone rather than average win rate.

When a rare, but strong, opponent appears - it is being focused on.



Who to train against?

FSP

PFSP

You never play against opponents that you dominate.

You focus on beating everyone rather than average win rate.

When a rare, but strong, opponent appears - it is being focused on.

You always pick opponents at your own level.

Creates a natural auto curriculum.

A black-box version of TD-error prioritisation.



Who to train against?



Path matters
There are often infinitely many solutions for “best response 
to a fixed set of opponents” problem

“Greedy” decisions on the way identify which one we will 
end up with

They might differ dramatically with respect to their 
transitive strength and properties.

“Hard opponnents” can prefer policies of low transitive 
strength, but converges fast and to diverse policies. 

“Variance” produces more “standard” strategies, but 
converges much slower (and somewhat deterministically). 



Path matters

C
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Strategy A Strategy B

Trivial counter

Complex counter



Mutli-agent Deep Reinforcemenet Learning 

!=

Multi-agent +
Reinforcement learning +

Deep learning



It is a “new field”

● Choice of correct opponents is not just guided towards convergence to the Nash, 
but also takes into consideration dynamics of Deep RL

● RL needs to be curated towards specifics of Multi-agent, e.g. rapid changes of 
targets, non-stationarity

● Exploration is not just an RL issue, with multi-agent algorithms we can guide the 
weak exploration strategy to shine in a complex problem

● Architectures can create entire new levels of multi-agency
● Architectures, and improvements that are the best in simplified setups are not the 

ones that shine in the long term - speed of convergence is a wrong thing to optimise!
● Even the game interface shapes the dynamics of RL, and multi-agent!



Complex 
Combinatorial Action Space

➔ human-like constraints 
➔ architecture
➔ new RL objectives
➔ “human exploration”
➔ AlphaStar League
➔ A lot of hard teamwork!
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Multi-modal 
Observation Space

Information poverty 
and Hard Exploration3
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Human
“Alignment”4

Multiple 
Interacting Agents5



Questions?


