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Research interests: storage systems, distributed systems, operating systems, metadata scalability,
multi-server operations

Eliminating cross-server operations in scalable storage systems

Transparent scalability is a goal of many distributed storage systems. That is, it should be possible
to increase both capacity and throughput by adding servers and spreading data and work among
them, without client applications and users being aware of which servers are hosting which data.
This allows the system to balance load by using an internal mechanism to migrate objects from one
server to another as it sees fit.

Providing transparent scalability, however, is complicated by the fact that some operations involve
more than one object (e.g.: rename) and the defined semantics require that all be modified atomically.
If any directory may be on any server, it is possible that both directories are on different servers.
In order to provide atomicity in this case, a distributed transaction protocol, such as a two-phase
commit, would be required. While well understood, these protocols are complex to implement and
complex to verify. Furthermore, from examining file system traces, it is apparent that these cross-
server operations occur very rarely. Thus the work the system implementer has to do a lot of work to
provide a feature that is necessary, but infrequently used. Many systems choose instead to provide
a user-visible boundary, such as a volume in AFS or a mountpoint in NFS, across which atomic
operations are not supported.

I propose a solution to make system implementer’s task easier. If an operation involves objects on
more than one server, the mechanism used to move objects for load balancing can be reused to move
objects so that all the objects involved in the operation are on one server. That operation can now
be executed using the single-server code path. Once it is complete, the objects can be migrated back
to their original locations, or they can be left in place until they cause a load imbalance. Depending
on the granularity and speed of object migration, it may be slower than a distributed protocol, but
it is much simpler. If increased performance is necessary, the migration mechanism could potentially
be optimized for this usage.

I have implemented this technique in the Metadata Service of the Parallel Data Lab’s Ursa Minor
storage system, where it works quite well — even with the overhead of migrating metadata at a
“volume” granularity, scalability is linear for the mix of operations seen in well-known NFS traces
and benchmarks. My thesis explores the applicability of this technique to a wider range of workloads
and system architectures than those of Ursa Minor.

Zzyzx: Scalable Fault Tolerance through Byzantine Locking

Much of the complexity in Byzantine fault-tolerant replicated state-machine (RSM) protocols is due
to the need to handle concurrent client accesses to the same data. In common file system workloads,
however, concurrency is rare. Using a similar concept to my thesis work, Zzyzx is a new RSM protocol
that adds a fast path on top of an existing, but slow, protocol. When there is no concurrency, Zzyzx
can used its fast protocol, and when there is concurrency, it falls back to the underlying, slower,
protocol. Doing so provides a significant performance and scalability improvement over prior RSM
protocols, while providing the same fault-tolerance properties.

Self-* Storage: automating storage management

Reducing the human effort required to administer large storage systems is a major concern for future
IT infrastructures. To this end, we are exploring ways to create self-configuring, self-organizing, self-
tuning, self-healing, and self-managing systems made up of storage bricks. My area of interest is the
metadata service that maintains the mapping of file name or object identifier to storage bricks and
locations. The metadata service in the Parallel Data Lab’s Self-* prototype, which I am responsible
for, is a complex distributed system in its own right, and is the platform for my current research.
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Improving small file performance in object-based storage

Current object-based storage systems, while offering excellent scalability and performance for large-
file workloads, such as HPC applications, do not perform well for small-file workloads. This is largely
due to the extra overhead of first contacting a metadata server to determine which OSD to contact,
and then contacting the storage brick for a small access. As most workstation workloads, such as
home directories, compilation, and email, are small file workloads, this is an impediment to using a
single shared storage system for both tasks.

In this work, we explored two techniques that greatly reduced the need to interact with the metadata
server. The first is server-driven metadata prefetching, in which the server returns the metadata for
several related objects in addition to the metadata requested. For instance, if the server knows an
object is a directory, it could return the metadata for all files within the directory, on the grounds
that a client is likely to open one of them. Client-driven prefetching would be difficult in this case,
because the client doesn’t know which files are in the directory until it has read the directory itself.
My co-authors explored a complementary technique to make determining related objects easier.
When the system assigns an object ID to a file, the object ID can be chosen so that files in the same
directory receive object IDs numerically close to each other. Similarly, files in nearby directories
receive OIDs that slightly further away. This encoding of the filesystem hierarchy into the object ID
allows the OSD to store related objects near each other, preserving spatial locality. Similarly, the
metadata server can find related objects by simply looking at numerical distance.

Data Storage for Perishable Clients

The risk of lost writeback in distributed file systems using write-back caching has traditionally been
accepted. For mobile or public clients with slow long-distance networks, for example, users in a
wireless equipped cafe, however, the new data buffered at the client may represent several hours or
days of user effort, instead of the usual few seconds or minutes. Furthermore, the client machines
themselves are at risk of theft, damage, or operator intervention in the case of public machines.
This research focused on methods of quantifying the risk of data loss and identifying policies and
mechanisms for efficiently reducing this risk while not wasting resources. Methods included spreading
data onto nearby surrogate machines and trickling data from them to the distant servers, as well as
tuning the operation trickle-back policy to minimize risk instead of minimizing data transferred.

Remote Lookaside Caching for Internet Suspend-Resume

This extension of Data Staging bridged three projects at Intel Research Pittsburgh : Internet
Suspend-Resume, a virtual-machine migration system that uses the Coda distributed file system
for data storage, CASLIB, a library allowing applications to access data or content-addressable stor-
age devices, and lookaside caching, an extension to Coda that allows the client cache manager to
fetch the data for a file from alternate sources. Basically, the file server provides a cryptographic
hash of the file data, and if the client can locate a file with a matching hash from a faster source than
the server, the client can use that source instead. This would be of great benefit for a mobile client
connected to it’s file server through a slow network path. I extended the lookaside caching system
to use CASLIB to locate alternate sources for file data, providing an initial application for CASLIB.
Because CASLIB provides a uniform interface for a variety of storage devices : object stores, local
file systems, and DHTs, this composition increases the probability of finding alternate data sources.

Data Staging on Untrusted Surrogates

Despite network bandwidth improvements, mobile clients connected to distant file servers still ex-
perience slow file transfers and application unresponsiveness due to the latency of long-distance
networks. Prefetching data into the client’s cache is a known solution to this problem, but is not
sufficient in the case of, for example, a handheld client with a small amount of local storage, or
where aggressive prefetching would reduce battery life.

We explored a solution that speculatively stages data from the file server to a local, untrusted,
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surrogate server. The client can then service cache misses from the surrogate at local network
speeds, providing significant performance improvements. Security and integrity are preserved by
encrypting all data stored on the surrogate, and exchanging decryption keys and secure hashes over
a low-bandwidth secure channel between the server and client.
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