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Abstract—To support coalition teams, we are investigating state. We define a non-deterministic domain to be a tuple
the use of software agents that can help in planning team A4 — (P,S, A, R) where:
activities, thus reducing the cognitive burden on team memérs.

Since the timely delivery of information can be crucial to tam o« P="PsUTPj, is afinite set of propositions;
performance, we are especially interested in creating plathan o S C 275 is the set of all possible states;
explicitly include communications between team members.nl « A C 274 is the finite set of actions; and

previous work we developed a formal model of planning and
communication that can support the creation of such plans. ldre

we describe how to implement this formal model, in particula A propositional languagé€ with quantification extension can
o e R ameama St o e b defned by allowing standard comectives!, - and
there are efficient open-source planners. quanuﬁersﬂ,V over.the prop03|.t|.onal variables. The resulting
language is a logic of quantified boolean formulagsK)
[2]. Now, Q@BF formulae can be represented using a data
structure called a Binary Decision Diagramepp) [2], and
This paper is concerned with managing collaboration inthe advanatge of this representation that is able to eftigien
team. In particular, we are interested in teams engagedlin ngompute the operations that are necessary for planning.ig hi
itary missions, and teams in which members may come frognactly way that the current state of the art planning system
different parts of an international coalition. In such ations, are implemented [5] — they takeBF descriptions of states
effective coordination can be problematic, with units usab goals and actions, translate these imDDs and compute
communicate easily, and handicapped by having been traimgsdicies from them.
to operate under rather different doctrines. Software &sgean The key insight in [21] is that since communication is
support effective collaboration in teams, and can overcoraaother form of action, we can adapt the kinds of model
some of the problems with coalition forces. In particulagescribed in [5] to not only come up with a policies that
agents can filter messages [13]; coordinate activities [4fclude physical actions, what we calbrld policies but with
ensure timely delivery of crucial data [15]; and enforce thgolicies for communication, which we callialogue policies
correct protocol for team behavior, [8]. Indeed, we can, as described in [21], come up with policies
In our work, we are particularly interested in how softwaréhat merge communication and physical action.
agents can help in the planning and execution of missionsNow, to provide an implementation that can create such
Previously, we have described how to manage approprigglicies automatically, we have to provide a means to specif
communication between agents during plan execution [2@gscriptions of world states, or physical actions, or djam
and how to integrate this communication into team plans,[2Xtates and dialogue actions@®sFsthat can then be translated
developing a mechanism for simulanteously constructing$! into the BpDDs that can be fed into planning algorithms.
for a team and the communication necessary to carry out tihefact, we go further. Rather than expecting states, goals
plan. Here we describe an implementation of this mechanisand actions to be specified aBFs, we want to provide a
The mechanism centers around a state-space model adaptecek human-readable language, amtology for describing
from non-deterministic planning [5]Statesare objects that the kinds of team coordination scenario that we are intedest
capture some aspect of a system, actionsare transitions in, and have our implementation automatically translate th
between states. States and actions together defintata- into the BDD description. In addition to making the system
space When action effects are non-deterministic [5] then whatore user-friendly, this additional level of abstractionll w
one seeks for any state-space ipdalicy. i.e. a state-action make it easier to experiment with different ontologies for
table to specify which actions one should take in a givasescribing scenarios, and simpler to connect this work with

e RCS x Ax S is the state-transition relation.

|I. INTRODUCTION



the collaborative planning model CPM [14]. e [namei][names)...[namey][ith]: locate theith bit of
the attribute[name;][names] . .. [namey] (if this is not
an atom attribute, thesbD variables will be num-

The main contribution of this paper is to present an ontology  bered by pre-order traversing the sub-attributes rooted at
that can be used to describe a specific domain and the mapping [name;][names] . .. [namey,))

from this ontology into thesDD format that can be used as o [name,|[names]. .. [namey]fith, jth]: locate the bits

input to a system, such as [11] which can create plans. We aim from the ith bit to the jth bit of the attribute

to do this in a very general way, intending that as much of the  [name, |[name,] . . . [name]

process as pqssible be _automated, and providing algorithtSen this we can implement a simple mechanism which

that can do this automation. assignsspD variables fromz, to zx to an attributeATTR

A. A Heirarchy of Attributes where K is the width of theAT'T'R. The assignment is done

We start with the logical attributes that capture propertién preorder by traversing the h|erar_chy Of. attrlbutes_ frome t

of a domain. An attribute is formally defined as: root t(.) the bot.tom. and from left to right. S|n.ce t.he size of the

resultingBDD is highly related to the ordering in which the

ATTRIBUTE ::= ATOMIC_ATTRIBUTE BDD variables are assigned to the attributes, we make use of a

|COMPOUND_ATTRIBUTE frequently used assignment mechanism. The mechanism will
- require additional inputs in the form of a set of pairs:

II. AN ONTOLOGY

ATOMIC_ATTRIBUTE ::=

(NAME) (WIDTH) INTERLEAVES =
COMPOUND_ATTRIBUTE ::= {{ATTR_LOCATOR, ATTR_LOCATOR')}

(NAME) ATTRIBUTE_LIST which denote attributes for which trepD variables may be
ATTRIBUTE LIST ::= interleaved in thesDD. For example, fINTERLEAVES

contains([js][s1], [js][sz2]), then theBDD variables assigned to
ATTRIBUTE_LIST ATTRIBUTE|ATTRIBUTE agentsT} andT>'s states will be interleaved. It is also useful
where (NAME) is a string to name the attribute, ando be able to identify a list of attribute pairs or attributié b
(WIDTH) is an integer to describe the number of informapairs that should be assigned the same (sub-)vect@pof
tion bits are needed to represent the attribute variables, thus reducing the size of theb:
The set of attributes that describe a domain stand in a com-

" . . . NIFIED =
positional heirarchy. The attributéOINT ST ATE, which v ,
appears in every specification capturing the state space of {(ATTR_LOCATOR, ATTR_LOCATOR')}

the whole team that is being modelled (and which is thenis is another mechanism used in the planning literature to
input to the planner), will haveV sub-attributesSTATE  reduce the information needed by the planning algorithrhs [7
of individual team members (assuming we hade team  Finally, we can also make use of additional information

members in the system). An individual$I'AT E' might be  apout the domain that allows us to assign the BDD variables
further decomposed int6 ELF_LOCATION (the agent's jn some preset order. We capture this information as:

location), ENEMY_LOCATION (the enemy’s location)
and so on. However, the planning algorithm will only need (ATTR_LOCATOR;,
to understandf OINT ST ATE and will ignore the detailed ATTR_LOCATORy, ... ATTR_LOCATORY,)

structure of theJOINT _STATE. . . -
- These assignment mechanisms are sufficient for our current

B. Mechanisms to Assign BDD Variables to Attributes experiments, but there are others that can be used for more

Attributes thus provide a general language for describing®@MPlex problems [10].

domain. To plan, we need to convert this into a sesDbs. A C. Operations on attributes

BDD is just a representation of all the possible models of a se

of propositional variables, so establishing a seBpbs from tributes:

a set of attributes comes down to assigningpa variable to ’ .

each variable in the set of attributes. . Qlone: Clone(attr) will cl_one the_z system of and at-
The basis of any process to do this assignament is what call tribute and return an a“f'b“te with the same structure

the BDD variable locatorATTR_LOC ATOR, which keeps asattr and temporarily with the same name a$r

track of whichBDD variables have already been assigned to® T 4{7(n) = attri(n) + attr2(na) + ... + attrN(ny)

which attributes. This has the following function: means that a compound attribute  name

. . is formed b havin a list of attribute
o [namei][names] ... [namey]: locate an attribute (either y g

) . attri(ny), attra(ng), ..., attrN(ny).
compound or atom) (and all isoD variables) o Name: Name(attr, newName) will name theattr with

1The number of bits is necessary because of the subsequesiatian into a new n.amenewName. It is usually used in C(:)mb"
QBFs — each bit requires a propositional variable to encode it. nation with Clone. attrl(n’) = Clone(attr2(n)) is a

t"I'he system implements the following operations on at-



shortcut of two stepsattrl = Clone(attr2(n)) and Procedure 1Compose Joint Policy Context
Name(attrl,n'). 1: function ComposeJointAttributes(W.S) {

As we will see, these operations are necessary to support the (1) WS = {W;} is a set of individual's world context
automatic creation of dialogue states and actions for a doma ~ With Wi = {s;, a;}}

JSTATE(js") < Clone(js)

WorldContext — {js,ja,js'}

return WorldContext

end function

D. Relations on Attributes
For this paper, the equality relation is defined as

ATTR LOCATOR; = ATTR_LOCATOR;.

NoOaR N

The equality relation contains all the equal pairs of valines
attributes ATTR_LOCATOR,; and ATTR_LOCATOR;
(it is required that the two attributes are of the same width)

Other relations have been implemented BwD representa- Way to construct the set of attributes that describe a dispg

tions, but for now the equality relation constant is suffitie What we call thedialogue contextautomatically out of the
joint policy context, and then describe not only how to ceeat
U(ATTR_LOCATOR,, ATTR_LOCATORs, a policy for action and a policy for dialogue, but also how to

{REL_ATTR_LOCATOR;}) ::= go about executing these policies as well.
((ATTR_LOCATOR, — {REL_ATTR_LOCATOR;}) We start by considering how to construct the necessary

— (ATTR_LOCATOR, — {REL_ATTR_LOCATOR;}) dialogue systgm from the joint pol|cy.colntext. There are ynan
ways to do this — what we present is just one of these ways

whereATTR_LOCATOR—{REL_ATTR_LOCATOR;} (afuller analysis of the different ways that we might do tisis
stands for the set of BDD variables located byeft for future work). We begin with the joint policy context
ATTR_LOCATOR but excluding the variables located by L,
ATTR_LOCATOR|REL_ATTR_LOCATOR;), and “U” W = {js,ja, js'}

stands for unitary. Wheq REL_ATTR_LOCATOR;} is  \yhere

empty, the "U” becomes a synonym fer. e js is the set of joint state attributes, which includes

[II. CONSTRUCTING AND EXECUTING POLICIES descriptions of individual stateg (i = 1,..., N);

Given an ontology that is composed of a set of attributes as® éa IS _tr;_e set fo_f :jom(‘; a(itlor;. attr‘lbgtssi Whlcjr:[ |.nclu ddes
above, we can turn to the information that must be encoded 2€SC'PtoNs ol individualactions (i=1,...,N);an

in terms of these attributes if we are to create team plans. ° js'is the set of next joint state attributes, which includes
descriptions of indivdual next state$ (i = 1,..., N)

A. Joint policy context In addition, we need to denote the information about onetagen
For now we consider that plans are created centrally (di§at is available to another (since communication takesepla

tributed planning is future work) with the planner opergtinexactly when one agent needs information that it doesn'¢ hav

on descriptions of thgoint state that is the state of all access to), and what information has been exchanged. The

team members, anpbint action, that is the combination of set of attributes that describe the availability of infotioa

all possible actions by all team members. All the necesapgtween agents can be constructed as:

information about the joint state is collected in the set of . .

attributes that describeJ all the possible sets of jointesfat AL_BIT5(al;) = Clone(js) + Clone(ja)

joint action ja, and next joint statejs’ (this is the typical Thjs denotes the availability of the bits of the informa-
way to describe state spaces in this kind of planning) tion about a joint state-action pair in a policy. Similarly,
we call this thejoint policy context This can be composed 47, BITS[al;][js] [s;] is the availability of agentj’s state
out of the sets of attributes that describe individual agenlinformation in the information that agenfs hasy and
state and action information as shown in Procedure 1. Thg, BITS[al;|[ja]a;] is the availability of agen’s action
attributes for individual agents, which contaiS§’AT E(si)  information to agent. The set of attributes that describe the

and ACTION (a;) for every agentl;, will be specific to & jnformation that is communicated between agents is then:
given domain, and will be the input to the system we describe.

CM_BITS(cm,; ;) = Clone(s;) + Clone(a;)

B. Dialogue context
A key aspect of our work is the integration of communicaTh'S denotes whether bits of information regarding agémt

tion — which we think of as being in the form ofdialogue State and action have been communicated to ageNbw,
b_etween team _members_ — into the plans we construct. These CM_BITS(cm;) = Sjsicmi

dialogues are included in the plan to reduce undertainty tha

team members face as a result of their incomplete knowledge the set of communication bits of agent and
about the states of other team members. Here we will outling@/_BIT S[cm;]|[cm; ;][s;][k] denotes the communication bit



of the kth bit of agentT}'s state variables, which denoteg’rocedure 2Compose Dialogue Attribute Context
whether or not this has been communicated to agént 1: function ComposeDialContext(W) {

From these components, we can construct a dialogue sys- (1) W D {js, ja} is the world attribute context}
tem. The description of the dialogue state of agénin the 2: Composejds and jda out of js and ja (as defined in

joint state{js, ja, js'} can be computed as: Section 1lI-B)
) _ 3: DialContext — {jds, jda}
DIAL_STATE(ds;) = js + ja + ali + cm; 4: return  DialContext

And we can also compute the set of dialogue actions availabf €nd function

to T;. If agentT; has the ID:

AGENT_ID(ag_id) ::= name(ag_id) width([logN1), C. Dialogue State Transitions

the IDs of the state and action variables that describe #te st Given the dialogue actioda, we can specify a correspond-

and action of an agent are: ing message that can be passed between agents:
VAR_ID(v_id;) = [tell(i, j, si[k],v)] =
name(v_id;) width([log(maz(width(s;), width(a;)))]) (dai[sv_id;] = k) A (da;lag_id] = j) A (da;[ov] = v)
and the variable indicating the selection of whether totted! [teli (i, 5, ai[k]_’ V)l = _ ,
action or the state: (da;lav_id;] = k) A (da;lag_id] = 7) A (da;[vv] = v)
INFO_DIM (dim) =:= name(dim) width(1) These can then be used to specify transitions between the

dialogue states. Thugll(i, j, s;[k], v) creates the transition:

(where dim = 0 means a state variable is conveyed, and .
dim = 1 means an action variable is conveyed) and the value i j k.0 =
of a variable is encoded as (ds;iljs]
[

A (dsl

[si][k] = v) A (dsi[al][js][si][k] = TRUE)

VALUE(vv) = name(vv) width(1), cmillemi j)[si][k] = FALSE)

A [tell(i, 4, si[k], v)]

thenT; can carry out dialogue actions: A (dsijem,][si][k] = TRUE)]
% JiL= -

DIAL_ACTION (da;) := A (U(dsi, dsi, {[em;][s:][k]}))

name(da;) list(dim, v_id;, ag_id, vv) This means that if the value of a bit that can diambiguate

meaning that agert;, tells the agent with ID encoded iry_i¢  the global state is available, and hasn't been communicated

the value encoded inv, where this is the value of;'s state 10 agentTj, then this information should be sent out to
or action variablev_id; indicating bydim. For convenience 1j, and the communication should be recorded. There is a

we write: corresponding transition for agef}:
dag[sv_id] =k == (dag[dim] = 0) A (dasv_id] = k) Rl sp=
(ds;[al][s;][k] = TRUE)
da;lav_id;] = k == A [tell(i, 4, si[k], v)]
(da;[dim] = 1) A (da;[v_id;] = (k + width(s;)). A (ds[al][si[k] = 1)] A (ds[js][k] = v)
A similar construction for everyjs, ja, js'} will give the full A (U (ds;, ds, {[7s][F]}))

set of dialogue acts fdf;, meaning thafl; can commur_ncate while for all other agentd; with [ # j, i,
(or not) the value of all of the variables that encode itsestat
and all the actions that it can carry out, across all possible R!

],
states that it might be in. If we do this unrolling of all the

dialogue states and actions for every agent, we can estab}f¥e @lso have update rules for when the state is known but it
the joint dialogue state as: is still unclear which actiorY; should take. Foff; this is:

JOINT_DIAL_STATE(jds) = X;ds; R;,j,k\A,D =

(dsiljs[ai[k]] = v) A (dsi[al][js][ai][k] = TRUE)
A (ds;[em;)[em; j][ai)[k] = FALSE)
JOINT_DIAL_ACTION (jda) = ¥;da; A [tell(i, 7, as[k], v)]

and the the joint dialogue actions as:

Procedure 2 formalises the procedure by which dialogue A (dsglemy)[as][k] = TRUE))
context can be built from the joint policy context. A (U(ds;, ds}, {[cm;][K]}))



Procedure 3Compose Dialogue State Transitions non-deterministic policyWhat we are calling a policy is the
1: function ComputeDialTransitions(DialContext) { state-action table of [5]. It is also related to what therditare
(1) DialContext = {ds, da,ds’} is the dialogue attribute on MDPs calls a policy [1], but we allow a policy to only

context} specify actions for a subset of all possible states. Theespac
2. ComputeRp as described in Section 11I-C of all policies is denoted b¥I. The set of states in a policy
3 return Rip mis Sz = {s|(s,a) € w}. Adapting from [5], we have the
4: end function following definition:

Definition 1: An execution structurénduced by the policy
7 from a set of initial stated is a directed grapft,(I) =

and forT; (Vz, Ex) which can be recursively defined as
R _ o if se I, thens eV, and
0.,k A, D « if s € V, and there exists a state-action péira) € =
(dsilall[a][k] = TRUE) such thats, a, s’) € R, thens’ € V; anda : (s,s’) € E,
Atell(i, 7, a;[k], v)] where the actiom is the label of the edge.
A(ds[al]la;[k] = TRUE)] A (ds;[ja][k] = v) Procedure 4 gives a suitable procedure for executing poli-
AU (ds;, ds’, {jalas][k]})) cies. SenseCurrentState will update the current world
) o _ o state of7; with sensing.ReceiveCommunication will up-
while for all agentsl; with [ 7 j, i date the dialogue state by the communication it received.
R .. .p=TRUE RefineDecision is a function to refine the external world
h.3:k14,D action decision by utilizing the information in the dialagu
In totaP, we have the following state transitions forstate and the knowledge of the joint policy, (the reference
tell(i, j, a;[k],v) to the joint policy can be relaxed however):
Rijkap = R::,j,kIA,D A Rg,j,k|A,D A /\ Ré,j,kIA,D Re fineDecision(s;w, aijw, Sijp) =
o i Fz 0y Silw A Si|D
- and fortell(G, j, silk], v) AUlai, jslai)) AU (si, daifai])
R;, j,k|S,D = Rzz i k15,0 N Rf i k|S,D Ri, j,k|S,D N .
! Pk i1, l;{j\l I A N (dsilalil[a;) — U(jalas), ds;la,])
j=1
In total, we can have the following dialogue system: }V\( al[s) Gfs] o.])
A dsilali|[s;] — U(js|s;], dsils;])) AN miw
Rip = A\ VRijrs.oV Rijkan) j=1
i j ok

) _ wherez_,,,, is the vector ofsDpD variables in the formula
and Procedure 3 will construct the set of all dialogue stafe, .. than those Ofyy. A simple example is that the
W -

ga,TS;t'onS Lrom the dilaogue gttrlbul_tes which themsghiese dialogue state contains full information of the other agent
uilt from the components joint policy conteffs, ja.js'}.  giate-action pairs, so that an individual agent can choose a
D. Policy Execution unique local action to ensure that the necessary joint state

The state-space model described above allows us to desch 61§|3|t|on ';St C(gmplztedlﬁie{znelDzaleate 'Sd ;[jo r_efme thel h
the world in which an agent finds itself, and the actions it cg alogue state based on Iis focal sensing and decision, )
undertake. We now turn to considering what the output i information ready for communicating to other agents:
planning process will be. We call this outpupalicy, and we RefineDialState(s,w, sijp) =

consider it to simply be a set of state-action pairs,
Fia,, Silw ASi|D

m={{si, )} AU (ai, jslai)) AU (si, daslas])
wheres; € S anda, € A(s) with AU (jalag), dsi[a;])
A(s) = {a|3(s,a,5’) € R} AU (js[si],dsqi[si])) A mpw

that is the set of actions that are applicablesinA policy Wwherez_;, . is the vector of BDD variables in the formula
7 is a deterministic policy if for a given states, there is oOther than those of; .

no more than one action is specified hy otherwise it is a . ) o
E. Creating world and dialogue policies

2 pi v S .
Ri’j’k‘A’D and R”. kja,p &€ of a simplified version here. In a real

_ , Jk|AD % o P _ A world policy and associated dialogue policy can be
implementation, the frame intertial description will bearmore complicated d with . L fp d 5 d .
form thanU (ds;, ds, . . .) because of the need to take into account the effe&reate with an Instantiation o rocedure 5, an adaptation

of simultaneous dialogue actions. of standard non-deterministic planning techniques touidel



Procedure 4 Execution of a world policy of ageri;

Procedure 6Overall System

Input: ;- A local policy for T;
Input: 7;p: A local dialogue policy forT;
1: loop
2. 5w « SenseCurrentState(s;w)
3 Si|p — ReceiveCommunication(si|D)
4 agw < Jz (Sqw A Tw)
5. a;w < RefineDecision(s;w,a;w, sip)
6 |f |allw| =1 then
7 Executea;,,
8

sip «— FFALSE {Reset the dialogue state for a new

round of communication}

9: else

10: si|p + RefineDialState(s;w,sip)
11: G;|p Hf“D(S“D /\7T1-‘D)

12: if |a;p| =1 then

13: Executea; p

14: end if

15:  end if

16: end loop

Input:  Individual StateTransitionOntology : {W;} with
W; = {State(s;), State(a;)}

Input: {I;},{G:},{R:}, Br. Ba, Br

: W «— ComposeJoint Attributes({W;})

D — ComposeDial Attributes(W)

I — /\1 I; A\ B

G — N\,GiNBa

R — /\Z R; NR;

R|p + ComputeDialTransition(D)

(SAw, SAp) « ComputeWorldPolicy(W, D, I,G, R)

{{(SA;w,SA;p)} « ProjectToLocal Policy(SAjw, SA|p)

return W, D, {SA;w}, {SA;p}

©e OO R ODNR

procedure,

ProjectToLocal Policy(SAjw) = 3-sa,,, SAw
ProjectToLocal Policy(SA|p) = 354, , 54D

where —SA; and —SA; p means thespD variables other
than those ofS A,y and SA; p respectively.

IV. AN NGO EXAMPLE

Algorithm 5 World policy generation (high level description) To demonstrate the function of the system, we will run

1: function ComputeWorldPolicy(W,D,I,G, R) {
(1) W = {js, ja, js'}: The world policy context,
(2) D = {ds,da,ds'}: The dialogue context,
(3) I: Initial states,
(4) G: Goal states,
(5) R: Joint world state transition }
2: repeat

3:  Search the execution structure (forward, backward, or-be

search) ofR between!l and G

the system through an NGO example that is based on the
example in [3]. Two agents, one representing an NG &nd

one representing a peace-keeping forgg, @re working in a
conflict zone. The agents (and the organizations they reptes
work independently and have different agendsids based at

A in Figure 1. F' is based atH. N's goal is to reachD

0 help the villagers therel’s goal is keeping the peace in
general in the area, but it also has to protadttwhile N is

4:  for all joint decision(s, ax) searchedlo

5: if (sx,asx) is not feasiblethen carrying out its work. At any time, with some probabilityrse

6: Continue disruption may flare up aiV. If it happens, onlyF' has the
;f ﬁ“? if ) can be executed by individual agents Withousurveillence data to know this is happening, @dust go to

' coosréir?gtion then 4 g W to suppress the disturbance. The routes between different

o: Add (si, ax) to the world policy points are shown as arcs in Figure /¥. cannot traverse the
10: else if (s, ax) can be coordinated by a dialogtieen routes(J, W), (W, C), (W, B), when there is a disturbance at
A% Add (sk, ax) to the world policy _ W, and it is only able to traversg, D) and (B, D) without
12: Plan a dialogue fofsx, ax), and add it into the dialogue haym when it is accompanied by. N can traverse the rest
13: engoi!‘lcy of the routes independently arid can traverse any route. The
14:  end for goal of the agents is to haw¥ reachD and to havel’ put

15: until A successful joint policy and dialogue policy are reachedown the conflict inW if it happens.

or fully explored the execution structure
16: end function

We first need to specify are the attributes that define the
ontology we need to encode information about the scenario.

A. Common attributes
We need to describe locations, the ability to move, and the

dialogue planning. A sound and complete instantiation if thfact that there are discrete routes between different itmest

procedure can be found in [21].

With the attributes for world policy and dialogue policy, we location(location
will have a overall system showed in Procedure 6. This gives move(move
all the steps in the process, from the composition of indiald
states and actions into joint descriptions, the synthefsthe
dialogue model, the composition of the overall policiesd an loc'(loc
the projection of those policies to the individual agentsthe

Thus we have:

name(loc) width(3)

name(move) list(loc,loc”)

clone(location)

! clone(location)

)
)
loc(loc)
)
)

Route(Route name(Route) list(loc,loc)



B

Fig.

where possible location values are the encodingd,aB, C,

1.

W J/OA

o

An NGO team task

D, H, J andW. The map can then captured as:
route = {(A,J),(H,J),(J,W),(J,C),

(J,B), W, C), (W,

ﬁroute = \/

(z,y)Eroute

B. The NGO agent

Next we consider attributes that are specific to theo

agent:
STATE(sn)
health
ACTION (an)
stay

We use the propositiofiealth to capture the fact that the
NGO will suffer it it tries to move in certain places without
the presence of the peace-keeping force. Then, considering
SN, sy anday, we have:

name(sy) list(loc, health)
name(health) width(1)
name(ay) list(stay, move)

name(stay) width(1)

Riovey = (sn[loc] = an[move][loc])

A (S'y[loc] = an[move][loc])
A (an[stay] = FALSE)

Rstayy = (sn[loc] = sy[loc]) A (an[stay] = TRUE)

and with the unified list of attributega[loc], route[loc]),

{an[loc'], route[loc’]) we have:

BrouteN = ﬂroute/\

ﬁ(\/

(z,y)€{(J, W),
(W,C),(W,B)}

which gives the constraint on theco's movement, and

routelloc] = x A routelloc’] = y)

RN = RstayN \ (RmoveN A 5routeN)

which says that theiGo either stays in one place or moves; _ 1 A7,
along an allowed route.

C. The peace-keeping force

B),(C,D),(B, D)}
(routelloc] = x) A (route[loc] = y)

Now, with the unified list: (ar[loc], routelloc]), {ar[loc],
routelloc’]) we have:Rr = Rovep

Ruover = (sr[loc] = ap[move][loc])
A(sp[loc] = ap[move][loc’]) A Brouter
Aag[move][loc']| = W — sp[conflict] = FALSE)

and, since the peace-keeping force can move along any route:

ﬂroutep = ﬂroute

D. Joint state and actions

From the above, Procedure 1 will generate joint state and
joint action descriptions. The joint state will be

JSTATE(js) = X;s;.
and sinces; € {sr, sy}, this will become:
JSTATE(js) = sp + SN
Similarly, the joint action will be:
JSACTION (ja) = %;a;.
and sincen; € {ar,an}, this will become:
JSACTION (ja) = ar +an

Given the joint state and joint actions, the constraint o th
health of thenGco becomes:

A (jalan][stay] = FALSE)
A (jalan][loc) = C A jalan][loc'] = D)]]
A js'[sn][health]) = FALSE

Bheartn = [[=(jalar][loc] = B A jalap][loc’] = D)
A (jalan][stay] = FALSE)
A (jalan][loc] = B A jalan][loc’] = D)
V[=(jalar][loc] = C A jalar][loc'] = D)
[
[

In total:
R = Rp ANFN A Bhreaith
E. Initial and terminal states
We have the following initial state:

I = (js[sn]lloc] = “A") A (js[sn][health] = TRUE)
I (js[sF]lloc) = “H") A ((js[sF][conflict] = TRUE)
V (js[sr][conflict)| = FALSE))

and the goal is:

Nest we turn to the attributes specific to the peace-keepity = (js[sw][loc] = “D") A (js[sn][health) = TRUE)
force: Gy = (js[sr]lconflict] = FALSE)
STATE(sp) == mname(sp) list(loc, conflict) G = GiNGy
conflict == name(conflict) width(1) and this completes all the information we need to apply
ACTION (ay) == name(ay) list(move) Procedure 6.
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