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Used Materials 
•  Much of the material and slides for this lecture were taken from 
Chapter 13 of Barto & Sutton textbook. 

•  Some slides are borrowed from Ruslan Salakhutdinov, who in turn 
borrowed from Rich Sutton’s RL class and David Silver’s Deep RL 
tutorial 



Value-Based and Policy-Based RL  
‣  Value Based 

-  Learn a Value Function  
-  Implicit policy (e.g. ε-greedy)  

‣  Policy Based 

-  Learn a Policy directly 

‣  Actor-Critic  

-  Learn a Value Function, and 
-  Learn a Policy  



REINFORCE algorithm 



Typical Parameterized Differentiable Policy 

‣  Softmax: 

where h(s,a,θ) is any function of s, a with params θ 

e.g., linear function of features x(s,a) you make up  

 

 

e.g.,   h(s,a,θ) is output of trained neural net 



Good news:  
•  REINFORCE converges to local optimum 

under usual SGD assumptions 
•  because Eπ[Gt] = Q(St,At) 
 
But variance is high  
•  recall high variance of Monte Carlo sampling 

Two remedies: 
•  add a baseline (learn diff from baseline) 
•  Actor-Critic model (learn both Q and π) 
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Actor-Critic Model 
•  learn both Q and π 
•  use Q to generate target values, instead of G 

One step actor-critic model: 





Monte Carlo Policy Gradient: 

 

 

Monte-Carlo Policy Gradient with baseline: 

 

 

Actor-Critic Policy Gradient 

 

 

 

Summary: 


