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Recap: Constraints of Mobility
Resource poverty
• vs. static elements of same era
• weight, power, size constraints

Communication uncertainty
• bandwidth / latency variation
• intermittent connectivity
• may cost real money

Finite energy source
• actions may be slowed or deferred
• communication costs energy

Multi-modal Interaction
• hands and eyes occupied
• speech/gesture recognition
• augmented reality

Scarce user attention
• focus of attention elsewhere
• lower human performance
• higher error rate

Less security & robustness
• theft, destruction more likely
• greater exposure to subversion
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Contradictory System Requirements
Favoring reliance on the cloud

• resource-poor clients
• poorer security & robustness of clients
• need for up-to-date information

Favoring standalone ability
• you may not be able to contact cloud
• communication may be expensive

(real dollars, energy)

Hence mobile systems must be adaptive
• rely on cloud when possible
• function autonomously if needed
• monitor and adjust to current conditions

If network quality didn’t matter
you would only need thin clients

morph thickness
dynamically

Disconnected and weakly-connected operation
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“This partial family tree of terrestrial organisms suggests the linkage between mobility and intelligence. One and a half billion years ago 
our unicelled ancestors parted genetic company with the plants. As single cells, both lines were free swimmers, but when plants became 
multicellular they specialized in being sedentary collectors of solar energy. Our animal forebears, on the other hand, remained 
ambulatory, the better to eat the plants and each other. While plants are enormously successful – the bulk of the earth's biosphere is 
vegetation, and the largest, most numerous, and longest-lived organisms are plants – they show very little evolutionary tendency 
toward anything we would recognize as intelligence.   “

From “Mind Children”
by Hans Moravec
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Adaptation as a Selective Force

First to observe linkage in evolution between

• mobility, and 

• emergence of intelligence as a selective force.

Moravec’s observations are about mobile robots

• most of their energy goes to locomotion
being clever (higher level intelligence) is irrelevant to this part

• mobile computing focuses only on non-locomotive aspects
importance of “intelligence” (aka adaptation) even higher

Mind Children
Hans Moravec (founder of SeeGrid, Inc)

Harvard University Press, Cambridge, MA, 1988.



6 2010-2024 M. Satyanarayanan

Offloading
(not available to nature!)
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Mobility Penalty Over 25 Years
The “mobility penalty” is very real and persistent
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Dilemma

Our expectations are set by desktops / servers / cloud

But we want this anywhere, anytime, hands-free
(i.e., on mobile/wearable devices, while meeting thermal and energy constraints)

How do we square this circle?
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Offload Computation from Device to Server

October 1997 (10 years before iPhone and Siri)

“Agile-Application Aware Adaptation for Mobility”
Noble, B., Satyanarayanan, M., Narayanan, D., Tilton, E., Flinn, J., Walker, K.
Proceedings of the 16th ACM Symposium on Operating Systems 
Principles, St. Malo, France, October 1997 
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Generalized as a Principle in 2001

2001-2020:  huge amount of follow-
on work by Satya’s students and 
other researchers under the name
“cyber foraging” or “compute offload”

IEE Personal Communications, August 2001
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Grace Lewis PhD Thesis
2016 Vrije Universiteit, Amsterdam
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Many non-CMU Efforts TooMobiSys 2010
OSDI 2012

Aarhus University, Denmark, 2010
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“Cyber Foraging” is more commonly known 
as “offloading” today
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Optional Reading

Satyanarayanan, M.
"A Brief History of Cloud Offload"
GetMobile, Volume 18, Issue 4, October 2014 
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Where to Offload?

The Cloud Emerges (~2006-2010)
(along with exascale data centers & CDNs)

Consolidation, Economies of Scale, and OpEx for Capex are key themes

At what price?

The price is end-to-end latency of offload
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Edge Computing:  Low-Latency Offload

Published in October 2009

CMU, Microsoft, AT&T, Intel, Lancaster Univ authors

Now seen as the “founding manifesto” of Edge Computing

ACM SIGMOBILE 2022 Test of Time Award
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low-
latency
high-

bandwidth
network

Tier 2Tier 3

AR Users

CloudletCloudlet

Video & Other
Sensor Arrays

Microsoft 
Hololens

Magic Leap

Google Glass

Tier 1

CloudCloud

Wide-Area
Internet

Edge Computing
“The Computing Landscape of the 21st Century”
Satyanarayanan, M., Gao, W., Lucia, B.
Proceedings of HotMobile 21, February 2019
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Adaptation
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High-level Choices
When resource supply falls short of demand

1. increase supply (resource reservation or QoS)

2. reduce demand (mobile client adaptation)

3. perform corrective action (reconfigure system state)
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Corrective Actions
Application requests system for certain resource level

• Not satisfiable at the moment

Systems suggests corrective action

• user/application can perform corrective action

• then request resource level again: likely to succeed

• a heuristic, not a guarantee

• corrective action may have a cost, and sometimes no reward
conceptually similar to a “hint” in distributed systems

Example: Jane’s airport scenario from 2001 paper
“Pervasive Computing: Vision and Challenges”
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System Role in Adaptation

no system support

duplicated functionality

no enforcement of decisions

Application-aware

Coda
Application-transparentLaissez-faire

Commercial apps

Odyssey

system-app partnership

resource negotiation

applications modified

greater complexity
system fully responsible

applications unchanged

perfect for legacy apps
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How should applications and the OS partition responsibility for adaptation?

Can reducing fidelity improve user experience?

“Agile Application-Aware Adaptation for Mobility”
Noble, B.D., Satyanarayanan, M., Narayanan, D., Tilton, J.E., Flinn, J., Walker, K.R.
In Proceedings of the 16th ACM Symposium on Operating Systems and Principles, 
Saint-Malo, France, October, 1997.

ACM SIGMOBILE 2024 Test of Time Award
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Fidelity of Data
Adaptation trades data quality for performance and resource demand

Data has a perfect representation: reference copy
• most current & complete version
• what application would see if executed on server

Fidelity = degree to which data matches reference copy

Fidelity has many dimensions
• one is universal: consistency
• others depend on data type

video: frame rate, frame quality;  map: feature set, minimum feature size

• tradeoffs are application-dependent

How to efficiently support diverse concurrent notions of fidelity?
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Agility of Adaptation

Ideal adaptive system

• perfect, instantaneous knowledge of resource availability
• instantaneous reaction by appropriate changes in fidelity

Agility = speed and accuracy of reaction to resource changes

Complex property with many components

• system may be much more sensitive to certain resources
e.g. bandwidth vs. battery power level

• resource availability may change for different reasons
external (supply) vs.. internal (demand) changes in availability
different mechanisms may detect these changes

• determines most turbulent environment acceptable
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Resource Negotiation API
Application specifies resource of interest

• if successful, applications get a request_id

• if resource already out of bounds, current value returned

Applications give system a window of tolerance for resource

• system monitors resource availability

• if it leaves window, notifies application via upcall
Resource Units

Network Bandwidth bytes/second
Network Latency milliseconds
Disk Cache Space MB
CPU SPECints
Battery Life minutes
Money cents

Other, type-specific resources also possible
e.g.: Databases that sell subscriptions of N queries per day
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Notification of Resource Changes
OS extension monitors resource availability

Generates upcall if any resource strays beyond tolerance window 

Upcalls similar to signals but

• have exactly-once delivery semantics

• can pass parameters and return results

Upcall handers invoked with three parameters

• request to which this notification is the response

• the resource whose level has changed

• the new level of availability
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Example Odyssey Applications
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Does this adaptation stuff from 25 years ago still matter?

Who bothers to do this these days?

Fast Forward to 2022
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December 2022
ACM/IEEE Symposium on Edge Computing

Shift in focus
Adaptation by cloudlets (Tier-2)
rather than by devices (Tier-3)
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Predictive Resource Management
Question: Can one do resource-budgeting for applications?

i.e. Give an amount X and say “do the best you can within X”

Leads to creation of multi-fidelity applications

• Layered on OS support for predictive resource management

Challenges:

• how do you know what resource consumption will be?

• how data dependent is that consumption?

• how successful are predictions likely to be?

Short answer:  past history is a good (not perfect) basis for predictions

Predictive Resource Management for Wearable Computing
Narayanan, D., Satyanarayanan, M.
In Proceedings of MobiSys 2003: The First International Conference on Mobile Systems, Applications,
and Services. San Francisco, CA, May, 2003.
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Energy Management
Battery life is the slowest-improving resource

next to human intelligence and human attention  :-) 

Can applications help in extending battery life?

Can application-aware adaptation in Odyssey be applied to energy?

Viewing battery as a finite but ideal resource (tank) is hard enough

Real batteries are worse!

Energy-aware Adapation for Mobile Applications
Flinn, J., Satyanarayanan, M.
In Proceedings of the 17th ACM Symposium on Operating Systems and Principles. Kiawah Island, SC,
December, 1999.

Non-ideal Battery Properties and Low Power Operation
Martin, T.L., Siewiorek, D.P.
In Proceedings of the Third International Symposium on Wearable Computers. San Francisco, CA,
October, 1999 

ACM SIGMOBILE 2020
Test of Time Award
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Ideal and Real Batteries
from Martin and Siewiorek 1999

voltage change

loss of capacity

recovery

Ideal Battery
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TakeAway Message

Uncertainty is the bane of mobile computing

This is not going to change anytime soon

Using external resources when possible is one solution (offloading)

Modifying behavior to reduce resource demand is another (fidelity)

Adaptation is key (mobile entities have to be intelligent, a la Hans Moravec)


