Project Volume.

Background information on AFS

The Andrew File System (AFS) was developed by Carnegie Mellon University researchers in the early 1980s to provide a suitable means for organizing and sharing files between departments and individuals on the campus network. The first release of AFS was in 1984, and it has since     grown to be the most widely implemented shared data filesystem at Carnegie Mellon.

How's it Organized?

AFS allows access to files in administrative units known as "cells". The School of Computer Science maintains the /afs/cs.cmu.edu cell. Other cells on campus include /afs/ce.cmu.edu, /afs/ece.cmu.edu, and /afs/andrew.cmu.edu. The Department of Civil Engineering, the Department of Electrical and Chemical Engineering, and Computing Services handle administration of these cells, respectively.

Each AFS cell maintains its own set of policies and accounts, and privileges may vary from cell to cell for each account. 

How Does it Work?

 When you log in to your machine, automatic authentication on most machines to your Kerberos identity allows you to obtain the "ticket" necessary for AFS service. The files you store in your AFS directory actually reside on one or more of several file servers. On your own  machine, you have an AFS storage cache and a cache manager. Each time you request an AFS file the cache manager checks the local cache to see if you have a copy. If not, the cache manager presents its AFS ticket to the AFS file server and receives a copy of the file as well as a promise from the server to "call back" if the file changes (for example, if someone else writes to the file). The cache manager then stores the file on your local cache on a first-in-first-out basis. Each time you save the file, the cache manager writes it back to the file server.

The whole process is transparent: When you are authenticated and the file servers are up, you won't notice any difference between using AFS files and using those on your own disk (aside from the time it takes to fetch the file initially). Be aware, however, that your Kerberos

authentication expires within 25 hours. You must then re-authenticate yourself using "kinit" to use your AFS directory.

If you are accessing the SCS AFS cell from the ECE or Andrew cell, find out more about cross-realm authentication.

What Kind of Volumes are Available in SCS?

SCS Facilities offers three different classes of space for students, faculty, and staff in the /afs/cs.cmu.edu cell.

Note: You don't have to type out "cs.cmu.edu;" you can use just "cs." The complete name avoids ambiguity and is increasingly important as other universities become part of the AFS network. It's wise to use the complete name any time you refer to an AFS file from within another file or program.

User volumes

Every SCS account has an AFS volume with a minimum of 10MB of disk space available in

/afs/cs.cmu.edu/user/<userid>. Users may manipulate their quota for this volume by making changes using the Jeeves service.

Maximum volume size: 500MB

All user volumes receive nightly backups.

Academic volumes

Istructors teaching graduate courses in the School of Computer Science may request a volume for each term of their class. This volume  will appear as:

            /afs/cs/academic/class/<course-number>-<term and year> 

            (e.g., /afs/cs/academic/class/15782-s02).

A volume for general use non-specific to a term may also be created and made available as:

            /afs/cs/academic/class/<course-num>.

Security

Project volume allows you to protect your work as you see fit. Project volume protection emphasizes directories rather than files. You protect your project volume by restricting specific kinds of access to specific users and project volume-defined groups at the directory level. An project volume directory access list, in fact, allows you to be much more specific than in naming who may or may not perform actions on your files. 

Access Lists

Use fs la -dir <directory-name> to list access rights and find out who may do what with your AFS files.

The letters that follow the user IDs indicate what users may or may not do with that directory's files. The kinds of rights you may allow or deny include:

· "r" (read): Read any file in the directory. 

· "l" (lookup): List a directory's contents using UNIX ls. 

· "i" (insert): Add new files or subdirectories to the directory. 

· "d" (delete): Remove files or subdirectories. 

· "w" (write): Write to any existing file in the directory. 

· "k" (lock): Place locks on any file in the directory (used mainly by application programs). 

· "a" (administer): Modify the access list and ownership of a directory. The directory owner always has "administer" rights: Even if you remove yourself from a directory's access list, you can reset the protections from the parent directory.

