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Abstract

We describe a general model of a random graph whose degree sequence obeys a power law.

Such laws have recently been observed in graphs associated with the world wide web.

1 Introduction

Essentially, there are three types of random graph or digraph used to describe small world phenom-
ena; see for example [11] for an introduction to this topic. These are:

(i) Web graphs : Graphs evolving by the addition of new vertices and/or edges at each step t.
See eg: [1], [3], [5], [6], [7], [10], [15], [16].

(ii) Alpha-Beta graphs : Standard random graph models with atypical degree sequences.
See eg: [2], [8], [17], [18].

(iii) Lattice graphs : Graphs generated by perturbing regular lattices. See eg: [4], [13].

We describe the evolution of a random (multi-)graph G(t) which is an example of the type of model
referred to as a web graph.

Initially, at step t = 0, there is a single vertex v0. At any step t = 1; 2; :::; T; ::: there is a birth
process in which either new vertices or new edges are added. Speci�cally, either a procedure new

is followed with probability 1� �, or a procedure old is followed with probability �. In procedure
new, a new vertex v is added to G(t � 1) with one or more edges added between v and G(t � 1).
In procedure old, an existing vertex v is selected and extra edges are added at v.

The recipe for adding edges typically permits the choice of initial vertex v (in the case of old) and
the terminal vertices (in both cases) to be made either u.a.r or according to vertex degree, or a
mixture of these two based on further sampling. The number of edges added to vertex v at step
t by the procedures (new, old) is given by distributions speci�c to the procedure. The details of
these choices are given below.

A question arises about our model: Should we regard the edges as directed or undirected in relation
to the sampling procedures new, old? We note that the edges have an intrinsic direction arising
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from the way they are inserted, which we can ignore or not as we please. We estimate �dk, the
limiting expected proportion of vertices of degree k as t ! 1, and we use sampling procedures
based on vertex degree. Speci�cally, we consider the following models:

(i) Undirected model: Sampling procedure based on vertex degree.

(ii) Directed out-model: Sampling procedure for out-edges based on out-degree.

(iii) Directed in-model: Sampling procedure for in-edges based on in-degree.

We prove for these models, that provided some degree weighted sampling occurs then �dk � Ck�x,
where x > 1 is a function of the parameters of the model. See (3, 29, 30) for the explicit functional
form of x. In contrast, if all the vertex sampling is u.a.r then �dk behaves geometrically, as in more
well known models of random graphs.

We devote most of the paper to the undirected model. The other models can easily be analysed as
variants of the undirected case, and are covered briey in Section 4.

Sampling based on a mixture of in-degree and out-degree, and the estimation of �di;j , the expected
proportion of vertices of in-degree i and out-degree j is not considered here, but is the subject of a
subsequent paper [9].

The parameters of the undirected model

Our undirected model G(t) has sampling parameters �; �; ; Æ;p; q whose meaning is given below:

Choice of procedure at step t.
�: Probability that an old node generates edges.
1� �: Probability that a new node is created.

Procedure new

p = (pi : i � 1): Probability that new node generates i new edges.
�: Probability that choices of terminal vertices are made uniformly.
1� �: Probability that choices of terminal vertices are made according to degree.

Procedure old

q = (qi : i � 1): Probability that old node generates i new edges.
Æ: Probability that the initial node is selected uniformly.
1� Æ: Probability that the initial node is selected according to degree.
: Probability that choices of terminal vertices are made uniformly.
1� : Probability that choices of terminal vertices are made according to degree.

The models we study here require � < 1, always. We assume a �niteness condition for the distri-
butions fpjg; fqjg. This means that there exists j0; j1 such that pj = 0; j � j0 and qj = 0; j > j1.

The model creates edges in the following way: An initial vertex v is selected. If the terminal vertex
w is chosen u.a.r, we say v is assigned to w. If the terminal vertex w is chosen according to its vertex
degree, we say v is copied to w. In either case the edge has an intrinsic direction (v; w), which we
may choose to ignore. We note that sampling according to vertex degree is equivalent to selecting
an edge u.a.r and then selecting an endpoint u.a.r.

Copying
The papers [15], [16] introduce a copying model in which a new vertex v chooses an old vertex w
and selects (copies) a randomly chosen set of out-neighbours of w to be its own out-neighbours.
This construction leads to a larger number of small complete bipartite subgraphs than would be
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obtained by purely random selection of endpoints. This is an attempt to explain the occurrence of
the number of small complete bipartite subgraphs found in trawls of the web.

Since our focus is on the degree sequence and since, as we show below, the construction above does
not lead to a fundamentally di�erent recurrence we will not explicitly use this method of generating
edges. We will continue to use the term copy to mean that vertices are chosen with probability
proportional to degree.

In terms of expected degree sequence, this de�nition of copying is equivalent to the case of the
copying model in [16] which functions as follows: A new vertex u of out-degree i is added at each
step. The choice of out-edges of u is made as follows. Firstly i provisional vertices are selected
u.a.r. Now, independently for each of these i provisional vertices the following choice is made. With
probability � vertex v is retained and the edge (u; v) inserted. Or, with probability (1��) a copied
edge (u;w) is inserted instead, where w is the terminal vertex of a uniformly selected out-edge of v.
This process of copying is equivalent in terms of expected degree sequence, to the version of copying
we propose above for (the in-directed variant of) our model, namely selecting the terminal vertex
of a random edge. For, in our model

Pr(w is the terminal vertex of a u.a.r edge) =
d�(w)

jEj ;

and in the copying model

Pr(w is selected by copying an edge ) =
d�(w)

jV j
1

i
;

where jEj = ijV j.
For directed copying models the expected proportion d�k of vertices of in-degree k is asymptotic

to Ck�
2��
1�� . The in-directed variant of our model gives the same result (d�k � C 0k�

2��
1�� ) for the

expected proportion of vertices of in-degree k.

In the case where the out-degree is not a constant value i,

Pr(w is selected on copying from u) =
1

jV j
X

v2N�(w)

1

d+(v)

which seems a diÆcult quantity to deal with, especially if there is correlation between the in-degree
of w and the out-degree of v. Selecting the terminal vertex of a random edge remains an easily
accessible sampling procedure of an equivalent nature.

We consider the general undirected web model to be intrinsically interesting, aside from applications
to the www. Moreover, although the edges of typical www graph are directed, the idea of an
undirected model has many attractions. For example, the problem of new vertices. A new entrant
to the www may have its edge directed towards either a site (vertex) or an idea (terminal vertex of
an edge). Existing sites (and ideas) also produce new nodes and direct edges towards them. Thus
edges incident with new nodes have no overall preferred direction.

Notation
Let �p =

Pj0
j=0 jpj , �q =

Pj1
j=0 iqj and let � = 2((1��)�p+��q). To simplify subsequent notation,
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we transform the parameters as follows:

a = 1 + ��p +
��q
1� �

+
�Æ

1� �
;

b =
(1� �)(1� �)�p

�
+
�(1� )�q

�
+
�(1� Æ)

�
;

c = ��p +
��q
1� �

;

d =
(1� �)(1� �)�p

�
+
�(1� )�q

�
;

e =
�Æ

1� �
; f =

�(1� Æ)

�
:

We note that

c+ e = a� 1 and b = d+ f: (1)

Now de�ne the sequence (d0; d1; :::; dk; :::) by d0 = 0 and for k � 1

dk(a+ bk) = (1� �)pk + (c+ d(k � 1))dk�1 +
k�1X
j=1

(e+ f(k � j))qjdk�j : (2)

Since a � 1, this system of equations has a unique solution.

Statement of results
The main quantity we study is the random variable Dk(t), the number of vertices of degree k at
step t. We let Dk(t) = E(Dk(t)). We prove that for small k, Dk(t) � dkt as t!1.

Theorem 1. There exists a constant M > 0 such that for t; k = 1; 2; : : : ;

jDk(t)� tdkj �Mt1=2 log t:

The number of vertices �(t) at step t is whp asymptotic to (1� �)t, see (4). It follows that

�dk =
dk

1� �
:

The next theorem summarises what we know about the dk:

Theorem 2.

(i) Ak�� � dk � Bminfk�1; k��=j1g where � = (1 + d+ f�q)=(d+ f).

(ii) If j1 = 1 then dk � Ck�(1+1=(d+f)).

(iii) If f = 0 then dk � Ck�(1+1=d).

(iv) If the solution conditions hold then

dk = C

�
1 +O

�
1

k

��
k�x;

where C is constant and

x = 1 +
1

d+ f�q
: (3)
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We say that fqj : j = 1; :::; j1g is periodic if there exists m > 1 such that qj = 0 unless j 2
fm; 2m; 3m; : : : g.
Let

�1(y) = yj1 �
�
d+ q1f

b
yj1�1 +

q2f

b
yj1�2 + � � �+ qj1f

b

�
:

Our solution conditions are:

S(i) f > 0 and either (a) d+ q1f > 0 or (b) fqjg is not periodic.

S(ii) The polynomial �1(y) has no repeated roots.

We can also prove the following concentration result:

Theorem 3. For any u > 0,

Pr(jDk(t)�Dk(t)j � u) � exp

�
� u2

2tjmax

�

where jmax = maxfj0; j1g.

2 Evolution of the degree sequence of G(t)

Let �(t) = jV (t)j be the number of vertices and let �(t) = j2E(t)j be the total degree of the graph
at the end of step t. E�(t) = (1� �)t and E�(t) = �t. The random variables �(t); �(t) are sharply
concentrated provided t ! 1. Indeed �(t) has binomial distribution B(t; 1 � �) and so by the
Cherno� bounds,

Pr(j�(t)� (1� �)tj � t1=2 log t) = O(t�K) (4)

for any constant K > 0.

Similarly, �(t) has expectation �t and is the sum of t independent random variables, each bounded
by maxfj0; j1g. Hence, by Hoe�ding's theorem [12],

Pr(j�(t)� �tj � t1=2 log t) = O(t�K) (5)

for any constant K > 0.

We remind the reader that Dk(t) is the number of vertices of degree k at step t and that Dk(t) is
its expectation. Here D0(t) = 0 for all t, D1(0) = 1; Dk(0) = 0; k � 2. Then, after using (4) and
(5) we see that

Dk(t+ 1) = Dk(t) + (1� �)pk +O(t�1=2 log t) (6)

+ (1� �)

j0X
j=1

pj

�
�jDk�1(t)

(1� �)t
� �jDk(t)

(1� �)t
+ (1� �)

�
j(k � 1)Dk�1(t)

�t
� jkDk(t)

�t

��

(7)

� �

�
ÆDk(t)

(1� �)t
+

(1� Æ)kDk(t)

�t

�
+ �

j1X
j=1

qj

�
ÆDk�j(t)

(1� �)t
+

(1� Æ)(k � j)Dk�j(t)

�t

�

(8)

+ �

j1X
j=1

jqj

�


�
Dk�1(t)

(1� �)t
� Dk(t)

(1� �)t

�
+ (1� )

�
(k � 1)Dk�1(t)

�t
� kDk(t)

�t

��
: (9)
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Here (7), (8), (9) are (respectively) the main terms of the change in the expected number of vertices
of degree k due to the e�ect on: terminal vertices in new, the initial vertex in old and the terminal
vertices in old. Rearranging the right hand side, we �nd:

Dk(t+ 1) = Dk(t) + (1� �)pk +O(t�1=2 log t)

� Dk(t)

t

�
��p +

��q
1� �

+
�Æ

1� �
+

(1� �)(1� �)�pk

�
+
�(1� )�qk

�
+
�(1� Æ)k

�

�

+
Dk�1(t)

t

�
��p +

��q
1� �

+
(1� �)(1� �)�p(k � 1)

�
+
�(1� )�q(k � 1)

�

�

+

j1X
j=1

qj
Dk�j(t)

t

�
�Æ

1� �
+
�(1� Æ)(k � j)

�

�
:

Thus

Dk(t+ 1) = Dk(t) + (1� �)pk +O(t�1=2 log t)

+
1

t

0
@(1� (a+ bk))Dk(t) + (c+ d(k � 1))Dk�1(t) +

j1X
j=1

qj(e+ f(k � j))Dk�j(t)

1
A :

(10)

The following upper bound on dk is claimed in Theorem 2(i).

Lemma 1. There exists a constant A > 0 such that the solution of (2) satis�es dk � A
k .

Proof We proceed by induction on k and assume that k is suÆciently large. Small k can be
dealt with by adjusting A. Then pk = 0 and so

(a+ bk)dk � (c+ d(k � 1))
A

k � 1
+

j1X
j=1

(e+ f(k � j))qj
A

k � j

� A(d+ f) +
A(c+ e)

k � j1

= Ab+
A(a� 1)

k � j1
;

from (1). So

dk � A

k
� Ab

a+ bk
+

A(a� 1)

(k � j1)(a+ bk)
� A

k

=
A(a� 1)

(k � j1)(a+ bk)
� Aa

k(a+ bk)

� 0:

2

We can now prove Theorem 1, stated here for conveneience.

Theorem 4. There exists a constant M > 0 such that for t; k = 1; 2; : : : ,

jDk(t)� tdkj �Mt1=2 log t: (11)
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Proof Let �k(t) = Dk(t)� tdk. It follows from (10) and (2) that

�k(t) = �k(t� 1)

�
1� a+ bk � 1

t

�
+O(t�1=2 log t) +

t�1

0
@(c+ d(k � 1))�k�1(t� 1) +

j1X
j=1

(e+ f(k � j))qj�k�j(t� 1)

1
A : (12)

Let L denote the hidden constant in O(t�1=2 log t). Assume that t; k are suÆciently large (we can
adjust M to deal with small values of t; k). Let k0(t) = b t+1�ba c. If k > k0(t) then we observe that

(i) Dk(t) � tj0
k0(t)

= O(1) and (ii) tdk � t A
k0(t)

= O(1) and so (11) holds trivially.

Assume inductively that ��(�) �M�1=2 log � for �+ � < k + t and that k � k0(t). Then (12) and
k � k0 implies that for M large,

j�k(t)j � L
log t

t1=2
+M(t� 1)1=2 log t

0
@1 +

1

t

0
@c+ dk +

j1X
j=1

(e+ fk)qj � (a� 1 + bk)

1
A
1
A

= L
log t

t1=2
+M(t� 1)1=2 log t

� Mt1=2 log t

provided M � 2L.

This completes the induction. 2

Analysis of the di�erence equation (2)

Re-writing (2) we see that for k � j0, dk satis�es

dk = dk�1
c+ d(k � 1)

a+ bk
+

j1X
j=1

dk�jqj
e+ f(k � j)

a+ bk
; (13)

which is a linear di�erence equation with rational coeÆcients [19]. The general solution for dk is a
power law, i.e. there are constants xL; xU such that Ak�xL � dk � Bk�xU . This is established in
Lemma 2.

In the cases where j1 = 1 (a new vertex generates a single edge) or f = 0 (old initial vertices are
chosen u.a.r) a direct solution to (13) can easily be found. In general however, when d > 0 or d = 0
and fqjg is non-periodic, we use classical results on the solution of Laplace's di�erence equation,
(of which (2) is an example) given in [19].

A general power law bound for dk

The following lemma completes the proof of Theorem 2(i).

Lemma 2. Let pj = 0; j � j0 and qj = 0; j > j1.

(i) For all k � j0, dk > 0.

(ii) then, for k � j0 + j1, there exist constants C;D > 0 such that

Ck�(1+d+f�q)=b � dk � Dk�(1+d+f�q)=bj1 :
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Proof

Let I be the �rst index such that pI > 0, so that, from (2), dI > 0. As it is impossible for both c
and d to be zero, the coeÆcient of dk�1 in (2) is non-zero and thus dk > 0 for k � I.

For k � j0 the recurrence (2) satis�es (13), that is

dk = dk�1
c+ d(k � 1)

a+ bk
+

j1X
j=1

dk�jqj
e+ f(k � j)

a+ bk
:

Let y = 1 + d+ f�q, then

c+ d(k � 1)

a+ bk
+

j1X
j=1

qj
e+ f(k � j)

a+ bk
= 1� y=(a+ bk) � 0

and thus �
1� y

a+ bk

�
minfdk�1; :::; dk�j1g � dk �

�
1� y

a+ bk

�
maxfdk�1; :::; dk�j1g: (14)

It follows that

dj0

kY
j=j0

�
1� y

a+ bj

�
� dk �

b(k � (j0 + j1))=j1cY
s=0

�
1� y

a+ b(k � sj1)

�
: (15)

The LHS is clear. For the RHS note that dk � 1 (as can be seen by using induction and the upper
bound in (14)). When iterating dj backwards on the RHS, we must make at least b(k � (j0 + j1))=lc
iterations, and at least one value of j falls in each interval [k � (s+ 1)l; k � sj1). For that value of
j we upper bound (1� y=(a+ bj)) by (1� y=(a+ b(k � sj1)).

Now consider the product in the LHS of (15).

log

0
@ kY
j=j0

�
1� y

a+ bj

�1A =
kX

j=j0

 
� y

a+ bj
� 1

2

�
y

a+ bj

�2
� � � �

!

= O(1)�
kX

j=j0

y

a+ bj
:

This justi�es the lower bound of the lemma and the upper bound follows similarly for the upper
bound of (15). 2

The case j1 = 1

We prove Theorem 2(ii). When q1 = 1, pj = 0; j � j0 = �(1) the general value of dk, k � j0 can be
found directly, by iterating the recurrence (2). Thus

dk =
1

a+ bk
(dk�1 ((a� 1) + b(k � 1)))

= dk�1

�
1� 1 + b

a+ bk

�

= dj0

kY
j=j0

�
1� 1 + b

a+ jb

�
:
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Thus, for some constant C,

dk � C(a+ bk)�x

where

x = 1 +
1

b
= 1 +

2

�(1� Æ) + (1� �)(1� �) + �(1� )
:

The case f = 0

We prove Theorem 2(iii). The case (f = 0) arises in two ways. Firstly if � = 0 so that a new vertex
is added at each step. Secondly, if � 6= 0 but Æ = 1 so that the initial vertex of an old choice is
sampled u.a.r.

We �rst prove that for a suÆciently large absolute constant A > 0 and for all suÆciently large k,
that

dk
dk�1

= 1� 1 + d

a+ dk
+
�(k)

k2
(16)

where j�(k)j � A.

We use induction and re-write (2) as

dk
dk�1

=
c+ d(k � 1)

a+ dk
+

j1X
j=1

e

a+ dk

k�2Y
t=k�j

dt
dt�1

: (17)

Now use induction to write

k�2Y
t=k�j

dt
dt�1

= 1� j � 1

a+ dk
+
�0(j; k)

k2
(18)

where j�0(j; k)j � Aj.

Substituting (18) into (17) gives

dk
dk�1

=
c+ d(k � 1)

a+ dk
+

e

a+ dk
� e�q(d+ 1)

(a+ dk)2
+

�00(k)

(a+ dk)k2

where j�00(k)j � 2A�q.

Equation (16) follows immediately and on iterating this we see that

dk � Ck�(1+ 1
d ):

3 Analysis of the general undirected model

Linear di�erence equations with rational coeÆcients: The method of Laplace

This section summarizes Chapter XV (pages 478-503) of The Calculus of Finite Di�erences by I.
M. Milne-Thomson [19].
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The equation (13) is an example of a linear di�erence equation with rational coeÆcients. It can
equivalently be written as,

dk(a+ bk)� dk�1(c+ d(k � 1))�
k�1X
j=1

dk�jqj(e+ f(k � j)) = 0: (19)

Laplace's di�erence equation is the name given to the equation whose coeÆcients are linear functions
of a real variable w and an integer l. The general form of the homogeneous equation is

lX
j=0

[Al�j(w + l � j) +Bl�j ]u(w + l � j) = 0: (20)

Thus (19) is a special case of (20) with l = j1; w = k � j1.

A method of solving di�erence equations with rational coeÆcients in general, and equation (20) in
particular is to use the substitution

u(w) =

I
C

tw�1v(t)dt:

The function v(t) is obtained as the solution of the di�erential equation (23), given below, and C is
a suitable contour of integration.

Let

�1(t) = Alt
l +Al�1t

l�1 + � � �+A1t+A0 (21)

�0(t) = Blt
l +Bl�1t

l�1 + � � �+B1t+B0; (22)

where �1(t) is the characteristic equation. The di�erential equation referred to, is

t�1(t)
dv(t)

dt
� �0(t)v(t) = 0: (23)

The general method of solution requires (20) to be of the Normal type, namely:

N(i) Both Al and A0 are non-zero.

N(ii) The di�erential equation (23) satis�ed by v(t) is of the Fuchsian type.

Let the roots of the characteristic equation be a1; :::; al (with repetition). The condition that v(t)
is of the Fuchsian type, requires that �0(t)=�1(t) can be expressed as a convergent power series of
t for some t > 0. Thus either the roots a1; :::; al of the characteristic equation must be distinct, or
if a is repeated � times, then a is a root of �0(t) at least � � 1 times.

Assuming the roots are distinct,

v0(t)

v(t)
=

�0(t)

t�1(t)

=
��0
t

+
�1

t� a1
+ � � �+ �l

t� al
; (24)

and �0(t)=�1(t) has the required series expansion. The general solution is

v�(t) = t��0(t� a1)
�1 :::(t� al)

�l :
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As long as there are no repeated roots, a system of fundamental solutions (uj(w); j = 1; :::; l) is
given by

uj(w) =
1

2�i

I
Cj

tw�1��0(t� a1)
�1 � � � (t� al)

�ldt;

where Cj is a contour containing 0 and aj but excluding the other roots. If �j is integer the contour
integral is replaced by the integral from 0 to aj .

A speci�c solution for uj(w), valid for <(w) > �0, can be obtained as

uj(w) = (aj)
w

1X
m=0

CmB

�
w � �0 + � � 1

�
; �j +m+ 1

�

where B(p; q) = �(p)�(q)=�(p+ q).

The variable � > 1 measures the angular separation, about the origin, of the root aj from the other
roots in the transformation ajz

1=� = t used to expand the transformed integral about z = 1 and
obtain the above solution.

Now using the fact that �(x) � p
2�e�xxx�1=2, as w !1,

uj(w) � Cja
w
j w

�(1+�j)(1 +O(1=w)): (25)

Application of the technique

For convenience we let l = j1 for the rest of this section.

Considering the equation (19) we see that

�1(y) = yl �
�
d+ q1f

b
yl�1 +

q2f

b
yl�2 + � � �+ qlf

b

�

�0(y) =
a

b
yl �

�
c+ q1e

b
yl�1 +

q2e

b
yl�2 + � � �+ qle

b

�
:

We assume that f > 0 so that N(i) is satis�ed. Let the roots of the characteristic equation be
ordered in decreasing size so that ja1j � ja2j � � � � � jalj. Because of the solution conditions we
see from Lemma 3, given below, that

a1 = 1

and all other roots are either negative or complex and satisfy jaj < 1. Considering the partial
fraction expansion (24) we see that

�0(0) = ��0�1(0);

so that �0 = �e=f . Also

�0(1) = �1 (1);

where  (y) = �1(y)=(y � 1) is given by

 (z) = zl�1 + (1� �1)z
l�2 + (1� �1 � �2)z

l�3 + � � �+
(1� �1 � � � � � �l�2)z + (1� �1 � � � � � �l�1); (26)
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and where

�1 =
d+ q1f

b
; �2 =

q2f

b
; : : : ; �l =

qlf

b
:

From (1) we know c+e = a�1. Thus �0(1) = 1=b, and so  (1) = (d+f�q)=b. Thus �1 = 1=(d+f�q).
The other �j require detailed knowledge of the roots of �1(t) and are not relevant to the asymptotic
solution.

The solutions uj(w) are valid for <(w) > �0 = �e=f which includes all k � 0.

Thus considering the root a1 = 1 we see that

u1(k) = Ck�(1+�1)
�

1 +O

�
1

k

��

where �1 = �0(1)= (1) = 1
d+f�q

, and 1 + �1 is the parameter x of our degree sequence.

For j � 2, we use (25), giving

uj(k) ! (aj)
kk�(1+�j) ! 0;

faster than o(1=k), if jaj j < 1.

The speci�c solution for the sequence (d1; d2; :::; dk; :::) is

dk = b1u1(k) + � � �+ blul(k);

where u1(w); :::; ul(w) are the fundamental solutions corresponding to the roots a1; :::; al. We note
that b1 6= 0. Indeed from Lemma 2, we know dk obeys a power law, whereas if b1 = 0, then dk
would decay exponentially as ja2jk.

Thus the error in the approximation of dk is O(1=k) from the non-asymptotic expansion of u1(w),
and we conclude

dk = Ck
�
�
1+ 1

d+f�q

� �
1 +O

�
1
k

��
:

In the case where �1(t) has other solutions jaj j = 1; j = 2; :::; j0; j0 � l, then the asymptotic solution
dk will be a linear combination of k-th powers of these roots.

Roots of the characteristic equation

Lemma 3. Let �1 = (d+ q1f)=(d+ f) and for 2 � j � l, let �j = qjf=(d+ f), and let

�1(z) = zl � �1z
l�1 � �2z

l�2 � � � � � �l:

Provided �1 > 0 or fqjg is not periodic, then the solutions of �1(z) = 0 are

i) An un-repeated root at z = 1,

ii) l � 1 other (possibly repeated) roots � satisfying j�j < 1.

Proof

We note the following (see P�olya & Szeg}o [20] p106 16,17). A polynomial f(z) of the form

f(z) = zn � p1z
n�1 � p2z

n�2 � � � � � pn�1z � pn;

12



where pi � 0; i = 1; :::; n and p1 + � � �+ pn > 0 has just one positive zero �. All other zeroes z0 of
f(z) satisfy jz0j � �.

Now �i � 0 and
P
�i = 1, and so �1(1) = 0 and all other zeros, z0, of �1(z) satisfy jz0j � 1.

Let  (z) = �1(z)=(z � 1) be as in (26). Now  (1) is given by

1 + (1� �1) + (1� �1 � �2) + � � �+ (1� �1 � � � � � �l�1) =
d+ f�q
d+ f

; (27)

and thus  (1) 6= 0, so that z = 1 is not a repeated root of �1.

Let z satisfy �1(z) = 0, jzj = 1; z 6= 1, and let w = 1=z; then �1(z) = 0 is equivalent to h(w) = 1,
where

h(w) = �1w + �2w
2 + � � �+ �lw

l:

Suppose there exists w 6= 1, on the unit circle satisfying h(w) = 1. Let T = fw;w2; :::; wlg then all
elements of T are points on the unit circle. As w 6= 1, <(w) < 1 and <(wj) � 1; j = 2; :::; l.

Now, by S(i), either �1 > 0 or �1 = 0 but fqjg is not periodic.

If �1 > 0, then X
�j<(wj) � �1<(w) + �2 + � � ��l < 1;

and the conclusion, that h(w) 6= 1 follows.

Suppose �1 = 0. If 1 62 T , then the real part of wj satis�es <(wj) < 1, contradicting h(w) = 1. If
1 2 T then w = e2�i=m for some integer m > 1. However, as fqjg is not periodic, the conclusion
that h(w) < 1 follows as before. 2

The proof of Theorem 2 is now complete.

What happens if the solution conditions are not met?

If S(i) fails because d = 0 and fqjg is periodic, but S(ii) is true: then dk �
P
akCak

�x(a) where a
are roots of unity satisfying �1(a) = 0. Although do not state this case as a theorem, it is a direct
consequence of the techniques in [19] and is covered by the result (25) and the discussion at the end
of Section 3.

Suppose S(i) is true but S(ii) fails. One root of �1(y) is at a1 = 1. Provided b 6= 0 this root is not
repeated. For let  (y) = �1(y)=(y�1) then  (1) = (d+f�q)=(d+f), see (27). That the asymptotic
solution is still dk in (iv) of Theorem 2 above, can be shown (it seems) by further analysis.

If a = 1 is a repeated root of �1(y), we can expect the structure of the solution to di�er.

3.1 Concentration

Here we prove Theorem 3. Fix t and condition on the following for each � � t: the choice of
procedure new or old; the label of the initial vertex selected (old) or created (new); uniform
choice of vertex or uniform choice of edge (equivalent to choice according to degree); the number
T� of extra edges added at each step � . Denote this conditional event by A. In the following we
will work entirely within the conditional space A and note that A is a product space over the steps
� � t. Given A, let T =

P
��t T� and let Y1; Y2; : : : ; YT be the sequence of single choices of edges

created. We will use the Azuma-Hoe�ding martingale inequality and so we let

Zi = E(Dk(t) j Y1; Y2; : : : ; Yi;A)�E(Dk(t) j Y1; Y2; : : : ; Yi�1;A)
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and prove that

jZij � 2: (28)

Noting that T � tjmax, Theorem 3 follows immediately.

Fix Y1; Y2; : : : ; Yi and let Ŷi = (x; v̂) be obtained from Yi = (x; v) by replacing a copying edge choice
e = (u; v) with an edge choice ê = (û; v̂). Then for each complete outcome Y = Y1; Y2; : : : ; YT we

de�ne a corresponding outcome Ŷ = Y1; Y2; : : : ; Yi�1; Ŷi; : : : ; ŶT where for j > i, Ŷj is obtained
from Yj as follows: If Yj creates a new edge (w; v) by randomly choosing edge (x; v) arising from

Yi, then in Ŷj , (w; v) is replaced by (w; v̂).

The map Y ! Ŷ is measure preserving and in going from Y to Ŷ only the degrees of v and v̂
change and so the number of vertices of degree k changes by at most 2, and (28) follows.

4 Directed variants of the model

A curious phenomena of the directed models is that they are incomplete in the sense that the
sampling procedure for terminal vertices in the out-model (resp. initial vertices in the in-model)
does not need to be speci�ed in order to estimate �d+k (resp. �d�k ). Thus these are not models, but
classes of models. For the out-model, for example, terminal vertices can be picked according to any
rule: assign, copy, direct all edges to vertex 1 etc.

Sampling based on out-degree

Let �+ = (1� �)�p + ��q. The estimate (6-9) is replaced by

D
+

k (t) = D
+

k (t�1)+(1��)pk+�

0
@X

j

qj

�
Æ

(1��)t

�
D
+

k�j �D
+

k

�
+ 1�Æ

t�+

�
(k � j)D

+

k�j � kD
+

k

��1A
+O(t�1=2 log t):

Then for k � 1 we obtain

d+k (1 + e+ fk) = (1� �)pk +

j1X
j=1

d+k�jqj(e+ f(k � j)):

For large k this is a rational di�erence equation with characteristic equation

�1(y) = yj1 � �q1yj1�1 + � � �+ qj1
�
:

Thus provided �1(y) has no repeated roots, and f > 0,

x+ = 1 + 1=(f�q) = 1 +
(1� �)�p + ��q
�(1� Æ)�q

: (29)

and
�d+k � Ck�x

+

:

If f = 0 or if � = 0 then �d+k � pk. If f = 0 and � > 0 then dk � �k where � < 1 is the unique
positive root of

�0(y) = yj1 �
X

qj
e

1 + e
yj1�j ;

so that the degree sequence decays exponentially.
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Sampling based on in-degree

Let � = �+ as given above. For k < 0 let D�
k = 0. Then we have,

D�
k (t) = D�

k (t� 1) + (1� �)1k=0

+ (1� �)

0
@� j0X

j=1

pj

�
�jD

�

k

(1��)t +
(1��)jkD

�

k

�(t�1)

�
+

j0X
j=1

pj

�
�jD

�

k�1

(1��)t +
(1��)j(k�1)D

�

k�1

�t

�1A

+ �

0
@ j1X

j=1

qj

�


�
� jD

�

k

(1��)t
+

jD
�

k�1

(1��)t

�
+ (1� )

�
� jkD

�

k

�t
+

j(k�1)D
�

k�1

�t

��1A :

For k � 0 we �nd,

d�0 =
(1� �)2

(1� �)(1 + ��p) + ��q

d�k =
c+ d(k � 1)

1 + c+ dk
dk�1 k � 1:

This is a j1 = 1 case, giving an exponent

x� = 1 +
1

d
= 1 +

(1� �)�p + ��q
(1� �)(1� �)�p + �(1� )�q

: (30)
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