Scheduling Deterministic Parallel Programs

Daniel John Spoonhower

CMU-CS-09-126
May 18, 2009

School of Computer Science
Carnegie Mellon University
Pittsburgh, PA 15213

Thesis Committee:
Guy E. Blelloch (co-chair)
Phillip B. Gibbons
Robert Harper (co-chair)
Simon L. Peyton Jones (Microsoft Research)

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy.

Copyright (©) 2009 Daniel John Spoonhower

This research was sponsored by Microsoft, Intel, and IBM. The views and conclusions contained in this document
are those of the author and should not be interpreted as representing the official policies, either expressed or implied,
of any sponsoring institution, the U.S. government or any other entity.



Keywords: parallelism, scheduling, cost semantics



Abstract

Deterministic parallel programs yield the same results regardless of how parallel
tasks are interleaved or assigned to processors. This drastically simplifies reason-
ing about the correctness of these programs. However, the performance of parallel
programs still depends upon this assignment of tasks, as determined by a part of the
language implementation called the scheduling policy.

In this thesis, I define a novel cost semantics for a parallel language that en-
ables programmers to reason formally about different scheduling policies. This cost
semantics forms a basis for a suite of prototype profiling tools. These tools allow
programmers to simulate and visualize program execution under different schedul-
ing policies and understand how the choice of policy affects application memory
use.

My cost semantics also provides a specification for implementations of the lan-
guage. As an example of such an implementation, I have extended MLton, a com-
piler and runtime system for Standard ML, with support for parallelism and imple-
mented several different scheduling policies. Using my cost semantics and profiler, I
found a memory leak caused by a bug in one of the existing optimizations in MLton.

In addition to memory use, this cost semantics precisely captures when a par-
allel schedule deviates from the uni-processor execution of a given program. The
number of deviations acts as a important conceptual tool in reasoning about concrete
measures of performance. I use this metric to derive new bounds on the overhead
of existing work stealing implementations of parallel futures and to suggest more
efficient alternatives.

This work represents an important step in understanding how to develop pro-
grams and programming languages for multi-core and multi-processor architectures.
In particular, a cost semantics provides an abstraction that helps to ensure adequate
performance without sacrificing the ability to reason about programs at a high level.
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Preface

Like all endeavors of human understanding, the goals of computer science are to
generalize our experience and to build models of the world around us. In the case
of computer science, these models describe computers, programs, algorithms, and
other means of processing information. The purpose of these models is to enable
us to understand more about existing phenomena and artifacts, including both those
that are purely conceptual and those that are physical in nature. These models also
enable us to discover and develop new ways of processing information. As in other
areas of study, these models are justified by their capacity to make predictions about
existing phenomena or to connect ideas that were previously considered unrelated or
disparate.

As a study of information, computer science is also concerned with these models
themselves and with the means used to justify them. In a sense, abstraction, one of
the most important conceptual tools of computer science, is the practice of divid-
ing information about a system into that which will help us to learn more about its
behavior and that which impedes our understanding.

Despite the unifying goal of computer science to better understand how informa-
tion is processed, work in our field is often divided into two broad but disjoint cat-
egories: theory and systems. However, these need not be competing sub-fields but
instead, complementary approaches for evaluating models about information and in-
formation processing systems. In this thesis, I develop new models about languages
for parallel programming. In addition, I use approaches based on both theory and
practice to evaluate these models. My hope is that these models will serve to help
future language implementers understand how to efficiently exploit parallel archi-
tectures.
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Chapter 1

Introduction

Parallelism abounds! The use of parallel architectures is no longer limited to applications in
high-performance computing: multi-core and multi-processor architectures are now common-
place in desktop and laptop computers. The costs of increasing processor frequency (in terms of
power consumption) are continuing to increase, and hardware designers are turning to chip-level
parallelism as a means of providing more computational resources to programmers. It then falls
to programmers to exploit this parallelism to make programs run faster.

In this thesis, I take the view that we already have algorithms with adequate parallelism
as well as programming languages to describe these algorithms. Despite this, there remains
a significant obstacle to programming for parallel architectures effectively: a lack of models
that enable programmers to reason about parallel performance and to understand when they can
expect programs to run faster.

I will address this obstacle by giving an abstract specification for performance. I will consider
how the sequential performance of programs can be used as the basis for a model of parallel
performance and how such a model can be used both as a guide for language implementers
and for programmers. Finally, I will show implementations of a parallel programming language
that meet this specification and, at the same time, efficiently map parallel tasks onto multi-core
architectures and reduce the execution time of programs.

1.1 Parallelism

Among the many existing programming techniques and languages designed to support program-
ming for parallel architectures, I would like to make a distinction between two broad classes of
approaches: parallel programming and concurrent programming.

By parallel programming, I mean a style of programming where the programmer makes
some symmetric structure of the program explicit. For example, divide-and-conquer algorithms
exhibit this sort of symmetry. A less rigid form of this structure is also present in dynamic
programming algorithms (where each sub-problem is solved using the same method) and appli-
cations that use a producer-consumer model (where there is a correspondence between actions
of the producer and those of the consumer). I use the word “parallel” in the sense of its Greek
origins to describe two or more parts of a program that may be considered “beside one another.”
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Parallelism in this sense is a useful conceptual tool for understanding and reasoning about dif-
ferent parts of the program independently.

Apropos to this thesis, the implementation of a parallel language may also take advantage of
this structure to evaluate several parts of the program simultaneously. We do not, however, re-
quire the programmer to consider this aspect of the implementation. Instead we fix the meaning
of parallel programs independently of the language implementation, hardware, and runtime envi-
ronment. Stated another way, the evaluation of parallel programs is deterministic. Deterministic
parallelism has a long history, including work on data-flow languages (e.g., Arvind et al. [1989])
and collection-oriented languages (e.g., Sabot [1988]).

This style of programming stands in contrast to concurrent programming, where program-
mers manage the simultaneous execution of tasks explicitly. For example, this style of program-
ming may be used to respond simultaneously to multiple incoming requests from the environment
(e.g. from the network or from the user). I use the word “concurrent” to describe this way of
thinking about programs, since for two tasks to concur, they must first occur. That is, “con-
current” puts an emphasis on action and implies a notion of time: we must consider the state
of the program execution before, during and after a task is evaluated. Examples of concurrent
programming include languages such as Concurrent ML [Reppy, 1999], Erlang [Virding et al.,
1996], and Jocaml [Conchon and Fessant, 1999], as well as programming explicitly with threads
and synchronization in many other languages.

Concurrent programming is well-suited to reactive environments, where programmers are al-
ready forced to consider the passage of time, or applications which consist of a set of distinct and
largely unrelated tasks. Programming at this level of abstraction means that the result of evalu-
ating a program depends on how and when tasks are evaluated simultaneously. The meaning of
a concurrent program is defined by all possible interleavings of tasks that respect the constraints
given by the programmer: concurrent programming is inherently non-deterministic. While we
might consider a parallel program simply as a sequential program where the programmer has
specified opportunities for tasks to be evaluated simultaneously (with the guarantee that the re-
sult will be the same regardless), concurrent programming requires programmers to start from the
set of all possible interleavings and restrict these possibilities so that all remaining interleavings
yield a correct result.

In contrast, concurrent programming is not well-suited to using parallel architectures to im-
prove the performance of programs. First, before programmers consider performance, they must
ensure that their concurrent programs are correct. This is significantly more difficult than for se-
quential programs and their parallel counterparts. Second, programmers must either find a large
number of independent tasks to utilize processor cores (a problem that becomes increasingly dif-
ficult as the number of cores scales from 16 to 32, 64 and more) or they must exploit hardware-
level parallelism by processing data in parallel. In the latter case, they must re-implement many
aspects of a parallel language implementation (e.g., task communication, load balancing) dupli-
cating development effort and also time spent in understanding the performance consequences
of these implementation decisions.

Parallelism abounds not only in the profusion of parallel architectures but also in existing
programs: if we think at a sufficiently high level, there is ample parallelism in many existing
algorithms. Furthermore, this parallelism is already manifest in many functional programs
through uses of recursion and higher-order functions on collections (e.g., map). Functional
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programming also emphasizes building persistent data structures, which can be safely shared
among parallel tasks without introducing non-determinism. In this thesis, I use a functional
language as a basis for building parallel programs.

Previous work on parallel implementations of functional languages (e.g., pH [Aditya et al.,
1995], the thesis work of Roe [1991], NESL [Blelloch et al., 1994], Manticore [Fluet et al.,
2008b]) have demonstrated that deterministic parallelism can adequately express many parallel
algorithms. In this thesis, I will focus on the implementation of a parallel functional language
and how implementation choices affect performance.

1.2 Scheduling

Many parts of the implementation of a parallel language affect application performance, includ-
ing communication among processors, the granularity of tasks, and the scheduling policy. In this
thesis, [ will focus on scheduling policies. A scheduling policy determines the schedule, the or-
der which parallel tasks are evaluated and assignment of parallel tasks to processors or processor
cores. This assignment may be determined as part of the compilation process, by the runtime
system, or by a combination of the two.

Parallel programming encourages programmers to express a large number of parallel tasks,
often many more tasks than processors or processor cores. This ensures that parallel programs
are portable: programmers can develop programs independently of the number of processors
and be confident that there will be enough parallel tasks to take advantage of whatever parallel
hardware is available. The length of any given task may be difficult to predict, and dividing
the program into many small tasks also ensures that load can be evenly balanced among these
processors.

An online or dynamic scheduling policy determines the schedule as the application runs. Ex-
amples of online schedulers include those with a centralized task queue, such as round-robin and
parallel depth-first scheduling [Blelloch et al., 1999], as well those with one queue per processor,
as in implementations of work stealing [Halstead, 1984].

Though online scheduling policies help ensure that load is balanced across processors, un-
derstanding how this policy and available resources affect performance can be difficult. For
example, Graham [1966] showed examples of scheduling “anomalies,” instances where relaxing
a resource constraint (e.g., increasing the number of processors) can lead to longer execution
times. Small changes in the program input or compiler can also affect performance in ways that
are difficult to predict.

As it is not feasible to test programs on all possible inputs and hardware configurations, one
approach to understanding performance is to give bounds on the time or memory required by an
application. For example, no scheduling policy can run faster than the optimal schedule with an
unbounded number of processors. Graham also showed that any greedy scheduling policy (one
which will never allow a processor to remain idle if there is a task ready to execute) will never
require more than twice the time of the optimal greedy policy for a fixed number of processors.

Another useful baseline for performance is the single-processor execution as determined by
the sequential semantics. Programmers are already familiar with the performance of the sequen-
tial implementation. We expect a parallel execution on multiple processors to run at least as fast
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as the sequential execution, and (assuming the total amount of computation is fixed and ignoring
effects of the memory hierarchy) a parallel execution with P processors will generally run no
more than P times faster than it would on a single processor. One measure of the performance
of a scheduling policy is how close it comes to achieving this ideal.

The choice of scheduling policy can also affect how an application uses memory. At min-
imum, a parallel program run on P processors should require no more than P times as much
memory as it would on a single processor. For unrestricted deterministic parallel programs, no
scheduling policy can both achieve linear speedup and use no more than linear space [Blumofe
and Leiserson, 1993]. However, for certain classes of parallel programs and certain scheduling
policies, both time and memory use can be bounded in terms of the performance of the sequential
execution [Blumofe, 1994, Blelloch et al., 1999].

In this thesis, I take a broad view of scheduling and include not only decisions made by the
language implementation at runtime, but also those where the compiler affects the assignment of
parallel tasks to processors. This includes program transformations common to both sequential
and parallel programs, which can have asymptomatic effects on memory use [Gustavsson and
Sands, 1999], as well compiler techniques specific to parallel programs. As an example of the
latter, flattening [Blelloch and Sabot, 1990] is a transformation that converts nested parallelism
into a flat form of parallelism implemented by vector machines and graphics processors. Though
this enables programmers to write high-level parallel programs and still take advantage of these
platforms, it may constrain what sort of scheduling decisions can be made during program exe-
cution.

In previous work [Blumofe and Leiserson, 1993, 1999, Blelloch et al., 1999], scheduling
policies are often applied to abstract computations, usually structured as directed, acyclic graphs.
Each such graph represents a particular execution of a given program with vertices representing
computation (with some nodes possibly representing larger units of computation than others)
and edges representing sequential dependencies. Properties of these graphs can then be used as
a basis for reasoning about the performance of different schedulers. For example, the number of
vertices is proportional to the time required by a sequential implementation, and the length of the
longest path determines the amount of time required by an implementation with an unbounded
number of processors. I will also make use of such graphs and connect them formally with
programs, as outlined in the next section.

1.3 Cost Semantics

To understand the effects of scheduling on performance, I introduce a cost semantics that explic-
itly accounts for both parallelism and memory use. In general, a cost semantics assigns a mea-
sure of cost to programs [Sands, 1990, Sansom and Peyton Jones, 1993, Blelloch and Greiner,
1996]. This cost may describe some abstract measure of space or time as a scalar value, or it
may capture the behavior of the program more precisely using a program trace. A cost semantics
is not a static analysis but a dynamic semantics: it assigns costs to closed programs (i.e., to a
program together with one input).

A cost semantics serves as a specification for a language implementation. For example,
many functional programmers assume that tail recursion is implemented efficiently. Whether
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this assumption is omitted, as in more formal definitions that address only extensional behavior
[Milner et al., 1997], or described informally [Abelson et al., 1998], programmers nonetheless
rely on it to achieve good performance. Such an assumption can be made explicit through a
cost semantics, and moreover, can be described without resorting to an explicit representation of
activation records, closures, or other aspects of the implementation. As a specification, a cost
semantics provides a guide for language implementers, but does not dictate the precise details of
such an implementation.

A cost semantics also enables programmers to reason about the performance of programs in-
dependently of a particular implementation: because such a semantics acts as a specification, that
specification can be used in place of an implementation. By “reason about programs,” I mean that
programmers can establish some expectations about program performance independently of any
implementation. Programmers use a cost semantics, at least implicitly, whenever they perform
an analytic analysis of programs. For most sequential programs, programmers use a semantics
that is simple enough that they do not state it explicitly: it assigns unit cost to each arithmetic
operation, memory access, or function call. Like most cost semantics, this is an approximation
of actual program performance, but it is sufficient to model the asymptotic behavior of programs.

Though I will consider many different ways of evaluating a single parallel program, the cost
semantics used in this thesis assigns one cost, in the form of a pair of directed graphs, to each
closed program. This cost is independent of the number of processors and the scheduling policy,
and it may be used to reason about the performance of a program under an arbitrary schedul-
ing policy. By fixing the number of processors and a scheduling policy, the programmer may
also draw more precise conclusions of performance. This method thus factors reasoning about
the performance of a program into two stages. First, programmers use the semantics to derive
a cost for the program and abstract away many of the details of the program. Second, they
analyze that cost, possibly including information about the scheduling policy. Even when con-
sidering scheduling, however, such an analysis remains abstract as it does not explicitly consider
the implementation of the scheduling policy nor any of the compilation techniques required to
transform a source program into an executable binary.

As an example of an area where abstract reasoning about performance has been successful,
consider the memory hierarchies found in modern computer systems. Processor caches and vir-
tual memory are sophisticated implementations of a simple interface: a uniform address space.
Programmers develop applications using this interface even though some memory accesses will
incur costs that are orders of magnitude larger than others. This enables programmers to achieve
correctness in a straightforward way. When performance becomes an issue, programmers gen-
erally rely on locality, an abstract measure of performance, instead of concrete implementation
details such as cache size, structure, associativity, or replacement policy. Accounting for all of
these possibilities on all the different hardware configurations on which such a program will
eventually be run would be difficult. Locality provides a more tractable means to reason about
performance. Various abstractions of locality have been developed including the notion of cache-
oblivious algorithms [Frigo et al., 1999].

The goal of this thesis is to work toward a similar methodology for writing parallel programs.
Like a uniform address space, deterministic parallelism enables programmers to separately con-
sider correctness and performance, and like locality, the cost graphs used in this thesis provide a
basis for understanding performance at an abstract level.
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1.4 Overview

With this background as a foundation, I can now state a summary of this thesis.

Thesis Statement. A cost semantics provides a useful abstraction for
understanding how scheduling policies affect the performance of determin-
istic parallel programs.

I will consider how the scheduling policy affects memory use among other aspects of perfor-
mance. I shall also consider programs that use both nested parallelism as well as parallel futures.
As evidence for this claim, I will consider several implementations of a parallel functional lan-
guage, outlined below. I will show how a cost semantics can be used as a specification for these
implementations and also consider how such a specification can be used by programmers to
reason about the memory use of parallel programs.

Cost Semantics. [ will begin by introducing a cost semantics that will serve as the foundation
for this thesis (Chapter 2). This semantics defines the cost of a parallel execution as a pair of
directed, acyclic graphs. I then define schedules as partial orders over the nodes of the graphs.
Using partial orders allows me to easily characterize the differences between different executions,
including between the standard sequential execution and parallel executions. These differences,
called deviations, can be used to measure the overhead of parallel scheduling.

Online Scheduling. I will give an implementation of this language as an operational seman-
tics that embodies all possible parallel executions (Chapter 3). Though this semantics is non-
deterministic, I will show that all executions that lead to an answer will yield the same answer
and that my cost semantics models the memory use of each of these executions. I then give
implementations of three scheduling policies as refinements of the non-deterministic semantics
and show how results about memory use are easily extended to these implementations.

Semantic Profiling. Profiling, and in particular space profiling, has been established as an im-
portant tool in improving the performance of both sequential [Runciman and Wakeling, 1993a]
and parallel [Hammond et al., 1995] functional programs. In previous work, profilers were built
by instrumenting an existing compiler and runtime system. This approach, however, makes it
difficult to untangle performance problems in the program from those in the language imple-
mentation. In Chapter 4, I will describe a semantic space profiler, a profiler based on my cost
semantics, that yields results independent of any compiler or runtime system. I will address some
challenges in summarizing the fine-grained results of the semantics and presenting them visually
to programmers.

Vector Parallelism. As an example of offline or static scheduling, I consider an implementa-
tion of vector parallelism called flattening [Blelloch and Sabot, 1990] (Chapter 5). Flattening is
a compiler technique that transforms high-level nested parallelism into the flat parallelism that is
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implemented by vector processors, graphics processors, and multimedia extensions of general-
purpose processors. While not always considered as a scheduling policy, this implementation
technique is similar to a scheduling policy, in that it determines the order in which parallel tasks
are evaluated. To model the behavior of flattened code, I use a constrained schedule based on a
labeling [Lévy, 1978] of source programs.

Futures. The forms of parallelism discussed so far have been adequate to describe the parallel
structure of divide-and-conquer algorithms and those that use parallel map, but not algorithms
that use parallel pipelining. Parallel futures [Halstead, 1985] are a more powerful form of par-
allelism that enable programmers to build pipelines by expressing data dependencies between
parallel tasks. Though more expressive than nested parallelism, using futures in a functional lan-
guage still results in a deterministic form of parallelism. Though parallel futures have appeared
in a number of language implementations (e.g., Mohr et al. [1990]), there has been less work in
understanding the performance of programs that use them. In Chapter 6, I consider implementa-
tions of parallel futures that use work stealing to balance load across processors. A key feature of
a work-stealing scheduling policy is that it puts the burden of load balancing and communication
on idle processors rather those with unfinished work to perform. I use deviations to compare
the performance of different implementations of futures and give tight bounds on the number of
deviations that will be incurred by a broad class of work-stealing scheduling policies.

Implementation in MLton. MLton [Weeks, 2006] is a whole-program, optimizing compiler
for Standard ML [Milner et al., 1997]. As part of my work, I have extended MLton to support
multi-processor execution and built a framework for implementing different parallel schedulers
(Chapter 7). This implementation serves as a validation of my profiling methods and as an ex-
ample of how a cost semantics constrains an implementation. In the course of developing this
extension, I used my cost semantics to discover a bug in one of the optimizations in MLton that
would cause some applications to use asymptotically more memory than would be required with-
out the optimization. This and other empirical evaluations of my implementation are described
in Chapter 8. This evaluation serves to validate the theories and methods described in earlier
chapters.

Organization of Dissertation. The material found in Chapter 2 is critical in understanding all
of the subsequent chapters. However, many of later chapters can be read independently. Only
a cursory reading of Chapter 3 (Online Scheduling) is necessary for later chapters. Chapters 5
(Vector Parallelism) and 6 (Futures) both describe orthogonal extensions of the core language
and can be understood independently of each other or Chapter 4 (Profiling). In summary, any
schedule! of the graph in Figure 1.1 should allow the reader to form a complete picture of this
dissertation.

ISee Chapter 2.



Figure 1.1 Organization.

| 1: Introducti0n| 4: Profiling

|2; Cost Semantics |—> 3: Online Scheduling 7: Implementation —>| 8: Evaluation |

~

5: Vector Parallelism | 9: Conclusion|

6: Futures

1.5 Contributions

This dissertation contains three major contributions. First, my cost semantics is the first to ac-
count for both application memory use and different scheduling policies. It captures memory use
precisely but without committing to many implementation choices (e.g., closure representation).
It also allows scheduling policies to be expressed abstractly as refinements of the order in which
nodes in cost graphs are visited during a parallel traversal. This cost semantics forms the basis
of a implementation-independent profiler.

Second, I present new bounds on the overhead of parallel implementations based on work
stealing using deviations and show tight bounds on the number of deviations for programs that
use parallel futures. This work suggests that alternative scheduling policies to conventional work-
stealing approaches may yield better performance for programs that use parallel futures.

Third, I have extended MLton with support for multiple processors. This is the first multi-
processor version of Standard ML. Though there are still opportunities for optimization, this
implementation enables programmers to use multiple processors or cores to make functional
programs run faster. This implementation also validates my semantic approach to profiling by
showing that the my profiler makes accurate predictions about memory use.



Chapter 2

Cost Semantics

In this chapter, I will lay the foundations of my framework for analyzing the performance of
parallel programs and scheduling policies. A key part of this analysis is understanding when and
how a scheduling policy deviates from the sequential schedule. To establish when deviations
occur and understand the performance effects of these deviations, we must first fix a sequential
schedule. We must also define the range of possible parallel schedules. These are both achieved
using the cost semantics presented in this chapter.

The language studied in this thesis is a call-by-value functional language. Although this
choice is not essential, it enables us to establish that parallel evaluation is deterministic and to
focus on the performance effects of parallelism independently of other aspects of the language:
similar analyses could also be performed for a pure fragment of an imperative language or a
call-by-need language. This language uses a left-to-right evaluation strategy.

Examples in this thesis use the syntax of Standard ML [Milner et al., 1997] though the lan-
guage studied formally is a subset of the core ML. Language features such as data types, excep-
tions, pattern matching, and modules pose no technical challenges and are omitted only for the
sake of clarity.

2.1 Example: Matrix Multiplication

Before presenting my cost semantics, I first give an example of a parallel functional program
along with some intuition as to how the choice of scheduling policy can affect performance.
Figure 2.1 shows the source code for one implementation of parallel matrix multiplication.
This example defines two top-level functions. The first is a parallel version of tabulate and the
second, mm_mult, multiplies two matrices of appropriate sizes using persistent vectors. Within
the definition of mm_mult, two additional functions are defined. The first, vv_mult, computes
the dot product of two vectors. The second, mv_mult, computes a matrix-vector product. In this
example, variables A and B stand for matrices, a and b for vectors, and X for scalars. Persistent
vectors are created with one of two primitives. vector (s, X) creates an vector of size S where
every element is given by the value of X. The other primitive, append, creates a new vector that
is the result of appending its arguments. (For simplicity, this implementation of multiplication
assumes that one of its arguments is in row-major form while the other is in column-major form.)
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Figure 2.1 Parallel Matrix Multiplication. This is an example of an application that uses nested
parallelism.

fun tabulate f n =
(x offset i, length j )
let fun loop (i, j) =
if j = 0 then vector (0, f 0)
else if j = 1 then vector (1, fi)
else let
val k = jdiv2
val Ir = { loop (i, K),
loop (i + k, j — k) }

in
append (#1 Ir, #2 1r)
end
in
loop (0, n)
end

fun mm_mult (A, B) =
let
fun vv_mult (b, a) = reducei op+ (fn (i, x) = sub (b, i) * x) 0.0 a
fun mv_mult (B, a) = tabulate (fn i = vv_mult (sub (B, i), a)) (length B)
in
tabulate (fn i = mv_mult (B, sub (A, i))) (length A)
end

The parallelism in this example is derived in part from the implementation of tabulate. As
in an ordinary implementation of tabulate, this function returns a vector where each element
is initialized using the function supplied as an argument. In this implementation, whenever the
result will have two or more elements, each half of the result may be built in parallel. In this
example and throughout the rest of the thesis, I use curly braces “{}” to denote expressions
where parallel evaluation may occur. This syntax is further explained in Section 2.2.

This form of extremely fine-grained parallelism is difficult to implement efficiently, but ex-
amples such as this still serve to model the performance of more coarsely-grained implementa-
tions. In this example, multiplying two n x n matrices may result in n3 scalar multiplications
occurring parallel. While few (if any) languages or platforms support parallel tasks in this size
and number, we might consider this as a model for block matrix multiplication: we can use this
program to reason about the performance of a block algorithm by assigning the cost of multiply-
ing two blocks to each scalar multiplication.

Not shown here are the implementations of several other functions on vectors, including
length, which returns the length of its argument, and reducei, which acts like a form of fold but
may reduce two halves of a vector in parallel before combining the results.
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Figure 2.2 Language Syntax and Semantic Objects. This figure defines the syntax of the core
language studied in this thesis. It also defines values and locations, which are used in the cost
semantics below.
(expressions) e =
(values) von=
(locations) ¢ € L

With this example in hand, I will now briefly consider this example in a broader context of
parallel programs, how these programs can be implemented, and the performance consequences
of these implementation choices.

Fork-Join Parallelism. For this and the following three chapters, we will consider a form of
parallelism called fork-join parallelism. Fork-join (or fully strict) parallelism is a form of par-
allelism where the point in the source code at which a new task is created (the fork) always
coincides with the point at which the result of that task is required (the join). If we think of a
parent-child relationship between a task and each new task that it creates, then this form of paral-
lelism stipulates that each task joins with its parent (as opposed to another ancestor or peer task).
In the matrix multiplication example, fork-join parallelism is expressed as a pair of expressions
{e1,e2} where e; and e, may be evaluated in parallel. That is, the two recursive calls to loop
may occur in parallel, but evaluation cannot continue until both calls have returned.

While restrictive, this model allows programmers to express parallelism in many common
programming paradigms, including divide-and-conquer algorithms, and is sufficient to demon-
strate important differences between scheduling policies.

Scheduling Policies. As noted above, the matrix multiplication example produces many paral-
lel tasks. It is up to the scheduling policy to determine the order in which they are evaluated. One
method of managing these tasks is to maintain one or more work queues. For example, a “fair”
scheduling policy maintains a single global queue. Under this policy, idle processors remove
tasks from the beginning of the queue, and whenever new tasks become available, they are added
to the end of the queue. In addition, after a processor works on some task for a specified period
of time, it returns that task to the end of the queue and takes another task from the beginning.
This method exposes a tremendous amount of the available parallelism.

Performance. In this thesis, I will use the performance of sequential programs as a basis for
understanding the performance of parallel programs, including the effects of different scheduling
policies. For the moment, we take the semantics of Standard ML (including order of evaluation)
as the definition of the sequential schedule. The sequential implementation of {e1, ey} is the
same as for ordinary pairs (ej,e;). That is, ey is evaluated before e;. A deviation (defined
formally below) occurs in a parallel implementation whenever a processor begins to evaluate
eo before e; has finished evaluation. The number of deviations can be used to understand the
relationship between parallel and sequential performance.
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In the matrix multiplication example, a sequential implementation of the language computes
each element of the result matrix in turn. Specifically, each such element is evaluated completely
(using reducei) before work on the next element begins. Any parallel implementation will give
rise to some deviations, but some implementations incur more deviations than others. In a fully
parallel implementation, such as a fair scheduling policy, all floating-point multiplications are
performed before any floating-point additions. This means that O(n?®) deviations will occur:
under the sequential semantics these multiplications and additions will be interleaved. While the
number of deviations is only an abstract measure of performance, it gives us a clue as to how
this implementation will perform relative to a sequential implementation. The cost semantics
described below will also enables programmers to make more concrete comparisons of time,
memory use, and cache behavior.

2.2 Syntax

Figure 2.2 gives the syntax for the language and semantic objects studied in this thesis. This is
a simple functional language with recursive functions and pairs loosely based on the syntax of
Standard ML.

Program variables are denoted by z (and variants); f stands for program variables that are
bound to function values. The unit expression is written (). Recursive function expressions
fun f(x) = ebind f and z in e. I use recursive functions to emphasize that the potential for non-
termination does not significantly complicate the analyses in this thesis. Function application
is denoted by juxtaposition: e; ey. Initially, all pairs will be constructed in parallel as {e;, e}
though I will later add syntax for sequentially constructed pairs. I use SML syntax #1 and #2
to denote the projection of the first and second components of a pair. As the extensional result
of parallel pairs is identical to that of sequentially constructed pairs, the typing rule follows the
same pattern.

I'ke :m I'key:m

DH{e,eal:m xm

The remainder of the static semantics of this language is completely standard and therefore omit-
ted.

The syntax of function and pair values is distinguished from the syntax of source expressions
for functions and pairs: programmers never write values in their code. Values are delimited with
angle brackets “()”. Associated with each value is a location ¢ drawn from an infinite set of
unique locations L. Locations are used to express sharing and will be important in reasoning
about the memory use of programs. For example, the value (v‘*, v°1)¢ denotes a pair where both
components occupy the same memory cells. The value (v, v*2)* denotes a pair where the two
components are extensionally identical but may require as much as twice the memory. Since
unit values occupy no space, they are not annotated with locations. We refer to the subset of
expressions that does not contain any values as source expressions.
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Figure 2.3 Graph Operations for Pairs. The graphs associated with the core language (a language
with parallel pairs) are built from single nodes as well as the serial and parallel composition of
smaller graphs.

Single Node Serial Composition Parallel Composition

[n] g1 D g g1 ® g
(ns;ne; B) © (nisng; ) (ngine; E) @ (n;nl; E')

(n;n; 0) (ng;nl; EUE U (ne,n.)) (n;n/; EUE U (n,ng) U
(n,ng) U (ne, ) U (ng, n'))
n,n’ fresh

o 1

2.3 Graphs

To reason about parallel evaluations and memory use, I associate a pair of acyclic graphs with
each closed program. These graphs, the computation graph and the heap graph, form an execu-
tion trace of each program, as part of the cost semantics described below.

Computation Graphs. A computation graph is a directed, acyclic graph. Each node in the
computation graph represents a single reduction of some sub-expression, or more specifically
an event associated with that reduction. Edges represent constraints on the order in which these
events can occur. Edges in the computation graph point forward in time: an edge from node 7 to
node n, indicates that the expression corresponding n; must be evaluated before that correspond-
ing to ny. Computation graphs are similar to the graphs introduced by Blumofe and Leiserson
[1993]. In the figures in this thesis, nodes will be arranged so that time passes from top to bottom.

If there is an edge from n; to n, then we say that n; is the parent of no, and n, is the child
of n;. If there is a non-empty path from n; to ny then we write n; <, n, and say that n; is an
ancestor of no, and that n, is a descendant of n.

For fork-join programs, each computation graph is a series-parallel graph. Each such graph
consists of a single-node, or a sequential or parallel composition of smaller graphs. The primitive
operations required to build these graphs are shown in Figure 2.3. Each such graph has one start
node (with in-degree zero) and one end node (with out-degree zero), i.e., computation graphs
are directed series-parallel graphs. Nodes are denoted ¢ and n (and variants). Graph are written
as tuples such as (ng; n.; E) where ny is the start node, n. is the end node, and F is a list of
edges. The remaining nodes of the graph are implicitly defined by the edge list. In figures, nodes
are drawn as circles while arbitrary graphs are represented as diamonds.
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Some nodes in the computation graph will represent the allocation of memory. These nodes
will be given names such as ¢ (and variants) to draw a tight connection with the locations that
appear in values: the node ¢ will correspond to the allocation of a value with location ¢. Nodes
that do not correspond to allocation (or nodes in general) will be given names such as n (and
variants).

I will identify graphs up to reordering of nodes and edges: binary operations & and ® on
computation graphs are commutative and associative. As suggested by the notation, ® is assigned
higher precedence than &.

Heap Graphs. I extend previous work on parallel cost semantics with heap graphs [Spoon-
hower et al., 2008]. Heap graphs are also directed, acyclic graphs but, unlike computation graphs,
do not have distinguished start or end nodes. Each node again represents the evaluation of a sub-
expression. For source expressions, each heap graph shares nodes with the computation graph
arising from the same execution. In a sense, computation and heap graphs may be considered as
two sets of edges on a shared set of nodes. While edges in the computation graph point forward
in time, edges in the heap graph point backward in time.

Edges in the heap graph represent a dependency on a value: if there is an edge from n to
¢ then n depends on the value with location ¢. The sink of a heap edge will always be a node
¢ corresponding to the value allocated at that point in time. The source of a heap edge may be
either a node ¢’ (indicating a dependency among values) or node n (indicating a dependency on
a value by an arbitrary computation). In the first case, the memory associated with ¢ cannot be
reclaimed while the value represented by ¢ is still in use. As will be discussed in more detail
below, in the second case (where n represents a point in the evaluation of an expression) the
memory associated with ¢ cannot be reclaimed until after the expression corresponding to n has
been evaluated. Heap graphs will be written as a set of edges. As above, the nodes are left
implicit.

2.4 Semantics

A cost semantics is an evaluation semantics that computes both the result of the computation and
an abstract cost reflecting how the result was obtained. That is, it allows us to distinguish two
programs which compute the same result but do so in different ways.

While the semantics is inherently sequential, the cost will allow us to reconstruct different
parallel schedules and reason about the memory use of programs evaluated using these schedules.
The judgment

elvigih
is read, expression e evaluates to value v with computation graph g and heap graph h. The
extensional portions of this judgment are completely standard in the way they relate expressions
to values. As discussed below, edges in a computation graph represent control dependencies in
the execution of a program, while edges in a heap graph represent dependencies on and between
values. Figure 2.4 gives the inference rules for this judgment.

The cost associated with evaluating a pair (C-FORK) makes use of the parallel composition
of computation graphs ®: each component of the pair may be evaluated in parallel. Two edges
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Figure 2.4 Cost Semantics. This semantics assigns abstract costs to expressions. The substitution
[v/x] of a value v for a variable x is defined in Figure 2.6. The outermost locations of values
loc(v) and expressions locs(e) are defined in Figure 2.7. Parallel composition takes precedence
over serial composition so g; ® g @ g3 should be read as (g1 ® g2) D gs3-

er I vi; 915 ez || v2; ga; ho (¢ fresh)

C-FORK
{er, e2} 4 (v1,02)" 91 © g2 ® [€]; hy U hy U {(€,1oc(v1)), (£, 1oc(vs))}
el (v, v g h (n fresh) PROL. (n fresh) VAL (n fresh) . UNIT
#ielvigonihU{(n.0} ' vluvn}0 04 Qsni0
(¢ fresh) CFUN
fun f(z) = e (f.a.e)’; [(]; Urretoes(ey (65 €)
er I (fes)™; 915
ea I v2; g2; ho [<f-$'€3>zl/f] [va/x]es I vs; g3; hs (n fresh) C-APP

e1 e v3;91 ® g2 ® [n] @ g3;hy U hy U hz U{(n, (1), (n,loc(vs))}

are added to the heap graph to represent the dependencies of the pair on each of its components:
if the pair is reachable, so is each component. This is an example where edges in the heap graph
record dependencies among values. An example of the cost graphs for this rule are displayed in
Figure 2.5.

Edges in the computation graph (black) point downward. This graph consists of two sub-
graphs g; and g-» (one for each component) and three additional nodes. The first node, at the top,
represents the cost of forking a new parallel computation, and the second node, in the middle,
represents the cost of joining these parallel threads. The final node ¢ represents the cost of the
allocation of the pair. Heap edges (gray) point toward the top of the page. Those two heap edges
originating from the node ¢ represent the dependency of the pair on each of its components. Note
that these components need not have been allocated as the final step in the sub-graph associated
with either component.

Projections from a pair are written as a single rule (C-PROJ;) where ¢ € {1,2}. A heap
edge is added to represent the use of a value: memory associated with the pair itself cannot be
reclaimed until after the selected component is projected.

Evaluating a value (C-VAL) requires a unit of computation (corresponding to the cost of
looking up a variable in the environment) but has no (direct) impact on memory use. The unit
expression () is evaluated similarly (C-UNIT).

The evaluation of a function (C-FUN) requires one unit of computation to allocate the value
representing the function (e.g., the closure); that value depends on each of values that have al-
ready been substituted into the body of the function. As this semantics uses substitution, closures
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Figure 2.5 Example Cost Graphs. These graphs arise from the evaluation of a pair where each
component of that pair may be evaluated in parallel.

@ &

0Qc—©

will not include an explicit environment but merely serve to account for the memory required in
such an environment.

The application of recursive functions is evaluated as usual, by first evaluating the function
and its argument, and then substituting the function and the argument into the body of the func-
tion, using standard capture-avoiding substitution [Barendregt, 1984]. (Alternatively, I could
define a semantics that would allow the function and its argument to be evaluated in parallel, but
I choose to isolate parallel evaluation in a single construct.)

The costs associated with function application reflect this order of evaluation. Before eval-
uating the body of the function, one additional node is added to the computation graph, along
with two heap edges, to represent this use of the function and its argument. In this case, no new
values are allocated; instead these heap edges represent dependencies on values by other parts of
the program state. That is, these heap edges represent uses of values. The first such edge marks a
use of the function. The second edge denotes a possible last use of the argument. For strict func-
tions, this second edge is redundant: there will be another edge leading to the argument when it is
used. However, for non-strict functions, this is the first point at which the garbage collector might
reclaim the memory associated with the argument. The ways in which heap edges constrain the
memory use of a language implementation will be discussed in more detail in Section 2.6 below.

It is important to note that this cost semantics is deterministic. That is, it assigns one pair of
graphs to each (terminating) closed expression. This factors reasoning about parallel programs
into two phases. First, it enables programmers to reason about the performance programs ab-
stractly and independently of the scheduling policy. For example, the number of nodes and the
longest path in the computation graph can be used to bound the performance of arbitrary schedul-
ing policies. Second, programmers can also use cost graphs to reason about the performance of
particular scheduling policies as will be described in the next section.
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Figure 2.6 Substitution. These equations give the definition of substitution for the core language.
This is a standard, capture-avoiding substitution.

[v/x]x = v

[v/z]y =y (f x # y)

[v/x)() = ()

[v/zlfun f(y) =e = fun f(y) = [v/zle (ifz #yandz # [)
[v/x]ey eq = [v/x]ey [v/x]ea
[v/x]
[v/x]
[v/x]

v/z]{er, e2} = {lv/a]es, [v/z]ea}
v/x](#ie) = #i ([v/x]e)
v/zv’ = (where v’ is a value)

2.5 Schedules and Deviations

Together, the computation and heap graphs allow programmers to analyze the behavior of pro-
grams under a variety of hardware and scheduling configurations. Key components of this anal-
ysis are the notions of schedules and deviations.

Recall that nodes in a computation graph represent events that occur during the evaluation
of a program. In our analysis, each such event is single reduction of a sub-expression. In some
implementations of our language, these might also correspond to the execution of an instruction
or the reading or writing of a value from a memory location. Each schedule describes one
possible parallel execution of the program by recording the order in which these events occur.
Two or more events may occur simultaneously if they occur on different processors, so a schedule
is defined by a partial order of these events. We assume that any given schedule is defined for a
fixed set of processors. A schedule is defined formally as follows.

Definition (Schedule). A schedule S of a graph g on processors P is defined by a partial order
<s on pairs of processors and nodes of g such that,

® Vn € nodes(g). Ip € P. (p,n) <s (p,n),

® Vny,ny € nodes(g). ny <4 ne = 3Ip,q € P. (p,m1) <s (¢, n2),

® Vp € P.Vny,ny € nodes(g). (p,n1) <s (p,n2) A (p,n2) <s (p,n1) = ny = na, and

® Vn € nodes(g). Vp,q € P.(p,n) <s (¢g,n) = p =q.
Where < is the corresponding strict partial order given by the reflexive reduction of <g.

We say that a node n is visited by p if (p,n) <s (p,n). An instance (p,n;) <s (q,ns2)
of this partial order can be read as “p visits ny; no later than g visits ny.” I will sometimes
write visitss(p, n) as shorthand if processor p visits node n in the schedule S. Informally, a
schedule determines the order in which nodes are visited and which processor visits each node.
The definition above requires that every node in g is visited. It also requires that, if we ignore
the processor component, the corresponding strict partial order is a sub-order of the precedence
relation given by the edges of g. It follows that the start node of a graph is the first node visited
in any schedule, and the end node is the last node visited. Finally, a processor visits at most one
node at a time, and each node is visited by exactly one processor.

One might also consider a schedule as a mapping from nodes to the pairs of processors and
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steps of time. Such a map defines which processor visits each node and when that node is
visited, and can be derived from the definition above. In Section 2.6, I use the order <s defining
a schedule to define a more time-centric view of a parallel execution. I have chosen to define
schedules in terms of an order rather than a map because it allows a natural definition deviations
(as given in the next section) and because it also allows concise descriptions of different kinds of
scheduling policies (as shown in the next chapter).

We extend the partial order <g defining a schedule to sets of nodes in a straightforward way.
Given two sets of nodes N; and N,, N; occurs before NV, if every node in /V; is visited before
every node in Ns.

Ny <s Ny iff ¥ny € Ni,ne € Ny. Ip,q. (p,n1) <s (q,n2)

The partial order defining a schedule gives a global view of all the events that occur during
the evaluation of a program. In some cases, it will be useful to consider more narrow views of
the events that occur in a schedule. First, we can view a schedule from a particular moment in
time and disregard any information about which processor visits each node. Two nodes ny, no
are visited simultaneously (written n; <g n») in a schedule § if neither n; nor n, is visited
before the other.

ny <g ng iff Vp,q € P. (p,n1) £s (q,n2) A (¢,n2) £s (p,n1)

We shall use this notion of simultaneity to reason about memory use in the next section. Second,
we can also consider the events in a schedule from the perspective of a single processor, ignoring
nodes visited by other processors. For every schedule, each processor p gives rise to a total order
<, of the nodes visited by that processor. It is defined as follows,

nq <p no iff (pa nl) <s (pv n?)

Note that a single processor need not relate all nodes in the computation graph but just the nodes
visited by that processor. In cases where I write n; <, ny the schedule S will be clear from
context.

Schedules enable us to capture the essential properties of scheduling policies, without con-
sidering how they might be implemented: we can omit details such the number of queues, syn-
chronization mechanisms, and communication protocols. Instead, schedules define the behaviors
of these policies abstractly. For example, the fair scheduler mentioned in the example above can
be described simply as a breadth-first traversal of the computation graph. In addition to online
scheduling policies, schedules of computation graphs can also capture the behavior of compi-
lation techniques, such as flattening [Blelloch and Sabot, 1990], that determine the order of
evaluation of parallel tasks. These connections will be explored in the subsequent chapters.

2.5.1 Sequential Schedules

One schedule will play an important role in assessing the performance of different implementa-
tions. Given a graph g, the sequential schedule is a schedule $* that assigns tasks to exactly
one processor, Le., P = {x}. Though there may be many schedules for a given computation
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graph that assign nodes to only a single processor, only one of these corresponds to the standard
left-to-right, call-by-value semantics. Here, we define the sequential schedule S* based on the
structure of the graph g. The order <g- defining this schedule is the same as the order <, in
which nodes are visited by the sole processor in that schedule, and I will use <, to denote both
orders.

The graphs below show how <, is defined for single nodes and for graphs built from the
serial or parallel composition of smaller graphs.! In these graphs, dashed edges are part of g but
not <,. For single nodes and graphs formed by serial composition, the <, = <. For parallel
compositions g; ® ¢, the end node n. of g; is visited before the start node 7/, of g,. Given the
edges in g; and g, this implies that every node in ¢; is also visited before any node in gs.

[n] 91D go g1 ® go
(ns;ne; E) & (nl;nl; E')  (ng;ne; ) ® (nl;nl; E')

&

on

on
% [ ] n/
n<.n Ne <u N n <. Ng
Ne <y M,
n. <, n

It is straightforward to show that this defines a unique total order on the nodes of g.

2.5.2 Deviations

The total orders given by each processor give rise to a notion of adjacency between nodes (or
alternatively a covering relation on nodes). Given a total order on nodes <, we say that two
nodes n; and ny are adjacent (written n; <, n9) if n; <, ny and there exists is no node n3 such
that n; <, ns and n3 <, no. With this, we now have a framework in place to formally define
when a parallel evaluation of a program deviates from the sequential schedule. Following Acar
et al. [2000], we define deviations from the sequential schedule as follows.>

Definition (Deviation). A deviation occurs whenever a node n; is visited by a processor p and
there exists a node ny such that ny <, 1y but ng £, ny.

In other words, if n; is visited immediately after n, in the sequential schedule, a deviation
occurs in a parallel schedule whenever (i) the processor that visits n; does not visit no, (ii) that
processor visits one or more additional nodes between n, and 7, or (iii) that processor visits ns

'In this section, I view descriptions of graphs such as g; ® g» as syntax and define <, as a function of this syntax.
2 Acar et al. use the term “drifted node” instead of deviation.
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after n,. We define the total deviations of a schedule as the sum of the number of deviations of
each processor.

This definition can be motivated in a general sense as follows. If our goal is to understand the
performance of parallel schedules in terms of the performance of the sequential schedule, then
we first need to understand when and how these parallel schedules differ from the sequential
schedule. Deviations measure exactly these differences.

Though deviations are not necessarily bad, they do imply an interaction with the scheduler
and therefore some additional overhead. It is possible that some schedules that deviate from the
sequential schedule may perform better than the sequential implementation (achieving a super-
linear speed-up). However, as will be shown in this dissertation, the number of deviations can
be used to bound the worst-case overhead of a parallel implementation. In addition, there are
many applications where the number of deviations together with the sequential performance can
be used to determine a lower bound on parallel overhead.

2.6 Memory Use

In this section, I shall show how a heap graph can be used to reconstruct how memory is used
by different schedules and how the number of deviations can be used to bound memory use. Just
as the computation graphs reflect how an implementation of a scheduling policy would evaluate
a program, the heap graphs reflect how a garbage collector (or another memory management
technique) would reclaim memory. To understand the memory use of a schedule S, we first
partition the set of nodes in the computation graph into a sequence of sets of simultaneously
visited nodes. We call such a partition the steps of the schedule.

Vn € nodes(g). IN;.n € N;,
steps(S) = Ny, ..., Ny suchthat ¢ Ny <s...<g Vi, and
Vi<i< k,‘v’nl,ng € N;.nqp <s ng

The first two conditions ensure that these sets define a partition: no node is related to itself by the
strict partial order <s. This partition is unique because every node in [V, is visited simultaneously
and is therefore incomparable with every other node in /NV;. Thus no node in /V; can be moved to
any other set that is visited before or after /V;.
For any step N; we define the closure J/\/\Z with respect to the schedule S as the set of all the
nodes that have been visited up to and including that step.
J<i

N=UN
j=1

While in general, nodes in J/\f\Z are not visited simultaneously, it is still the case that ]/\f\Z <s N1
With these sets in mind, we can think of a schedule as defining a wavefront that advances across
the computation graph, visiting some number of nodes at each step. We say that a node n is
ready at step ¢ + 1 if all of its parents appear in ]/\/\1 butn ¢ ]/\f\l

Now consider computation and heap graphs ¢g and h as well as one step V; of a schedule S.
Note that for each edge (n, ¢) in h, we have that ¢ <, n and therefore, ¢ <s n. It follows that
each such edge (n, ¢) in h will fall into one of the following three categories.
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Figure 2.7 Locations of Values and Expressions. Locations are used in measuring the memory
required to represent a value and can appear in expressions after a substitution has occurred.

loc(()) =0

loc({f.z.e)") =/

IOC(<’01, U2>e) =/

locs(()) =0

locs(fun f(x) =e) = locs(e)

locs(e; 62) = locs(ey) Ulocs(ez)
locs({eq, e2}) = locs(e;) Ulocs(es)
locs(#i e) = locs(e)

locs(v) = loc(v)

e Bothn,/ ¢ N,. As the value associated with ¢ has not yet been allocated, the edge (n, ¢)
does not contribute to memory use at step /V;.

e Bothn,/ € ]/\7\Z While the value associated with ¢ has been allocated, the use of this value
represented by this edge is also in the past. Again, the edge (n, ) does not contribute to
memory use at step /V;.

LS 7\7\1 but n & ]/\7\Z The value associated with ¢ has been allocated, and n represents a
possible use in the future. The edge (n, ¢) does contribute to memory use at step jV\Z
In the definition below, we must also explicitly account for the location of the final value resulting
from evaluation. Though this value may never be used in the program itself, we must include it
when computing memory use.

Definition (Roots). Given e |} v; g; h and a schedule S of g, the roots after visiting the nodes in
N and with respect to location ¢, written roots, (/N ), is the set of nodes ¢ € N where ¢’ = { or
h contains an edge leading from outside /N to ¢. Symbolically,

rootsp((N)={¢' e N|{'=(V (3n.(n,¢') e hAn g N)}

The location of a value loc(v) is the outermost location of a value, as defined in Figure 2.7,
and serves to uniquely identify that value. The locations of an expression locs(e) are the locations
of any values that appear in that expression as a result of substitution. As we will often be
interested in the roots with respect to a value, I will write roots;, ,(/V') as an abbreviation for
100t 1oc(v) (IV).

I use the term roots to evoke a related concept from work in garbage collection. For the reader
that is most comfortable thinking in terms of an implementation, the roots might correspond to
those memory locations that are reachable directly from the processor registers or the call stack.
This is just one possible implementation, however: the computation and heap graphs stipulate
only the behavior of an implementation.

The following lemma serves as a sanity check for our definition of roots and of the heap
graphs defined in the cost semantics. (It will also be useful in proofs in the next chapter.) Note
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that the cost semantics is defined over expressions that include values and thus locs(e) (as it
appears below) is not necessarily empty. Informally, the lemma states that if we start from the
locations appearing in an expression and use the definition of roots and the heap graph to deter-
mine the amount of memory initially required, we get the same result as if we had considered the
term itself.

Lemma 2.1 (Initial Roots). If e || v; g; h then locs(e) = roots, , (locs(e)).

Proof. By induction on the given derivation.

Case C-FORK: Here, we have locs(e) = locs(ey) U locs(ez). For i € {1,2}, the induction
hypothesis states that locs(e;) = rootsy, ,, (locs(e;)). It suffices to show that for each ¢ € locs(e)
either ¢/ = loc(v) or that there exist an edge (n,¢) € h such that n ¢ locs(e). Consider one
location ¢" such that ¢ # loc(v). Without loss of generality, assume that ¢ € locs(e;), and
therefore ¢’ € rootsy, ., (locs(e1)). It follows that either ¢/ = loc(v;) or there exists an edge
(n,¢') € hy such that n & locs(e;). Take the first case; by construction, there is an edge
(¢,1oc(v1)) and ¢ & locs(e) since ¢ was chosen to be fresh. In the second case, the edge (n, (')
is also in A and it remains to show that n ¢ locs(ez). Since (n,¢') € hy it follows that n €
nodes(g;) and since nodes in the computation graph are chosen to be fresh, n & locs(es).

Case C-PrROJ;: In this case, e = #i ¢’ and locs(e) = locs(e’). As a sub-derivation, we have
e’ I {vy,v9)% g's B with h = WU (n, £). Inductively, locs(e’) = rootsy ¢(locs(e')). It is sufficient
to show that for each ¢’ € locs(¢’) either ¢/ = loc(v) or there exists an edge (n/,¢') € h such
that n’ ¢ locs(e’). Assume that ¢/ # loc(v). Since ¢’ € locs(e’) we have ¢’ € roots s(locs(e)).
Then either ¢/ = ¢ or there exists an edge (n’, ') € h' such that n’ & locs(e’). In the first case,
we have an edge (n, (') € h and since n was chosen to be fresh n ¢ locs(¢’). In the second case,
the required edge is also in h since h’ C h.

Case C-VAL: In this case, locs(e) = loc(v). From the definition, rootsy, ,,({loc(v)}) = {loc(v)}.
Case C-UNIT: Since locs(e) = (), the result is immediate.

Case C-FUN: In this case, e = fun f(z) = ¢’ and locs(e) = locs(¢’). Because loc(v) = ¢ and
there are edges in h from ¢ to each ¢’ € locs(¢’), it follows that roots;, , (locs(e’)) = locs(e’).
Case C-ApP: Here, ¢ = ¢ e5. Each of the locations in locs(e) comes from e; or e;. As in the
case for C-FORK, we apply the inductive hypothesis to each sub-expression and then show that
each location in locs(e;) is also in rootsy, , (¢), either because of an edge appearing in one of the
heap sub-graphs or because of one of the edges added in this rule. [

Roots describe only those values which are immediately reachable from the current program
state. To understand the total memory required to represent a value, we must consider all reach-
able nodes in the heap graph. We write ¢, <, (5 if there is a (possibly empty) path from ¢; to ¢,
in h. We can now define the memory required by values and during the execution of schedules.
Though these definitions do not precisely account for the memory required to represent values
in some implementations of this language, they will still enable us to account for the asymptotic
memory use of programs.

Definition (Memory Required by a Value). The memory required by a value v is the set of
nodes in a heap graph h reachable from the location of v.

memory, (v) = {¢ € h |loc(v) <4 {}
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Definition (Memory Required at a Step). The memory required at a step N of a schedule
which eventually computes a value v is the set of nodes in the heap graph % that are reachable
starting from the nodes in rootsy, ,,(IV).

memoryuh(ﬁ) = {0 € h| 3 €roots), ,(N).l' <), [}

I define max({ Ay, ..., Ax}) for sets A;, ..., Ay to be the largest such set A; for 1 < i < k
(or if there is more than one largest set, arbitrary one of these largest sets).

Definition (Memory Required by a Schedule). The memory required by a schedule S that
computes a value v on a heap graph A is the largest of the sets of nodes defined as the memory
required at each step in that schedule.

memory,, ,(S) = rn_ax({memoryv,h(ﬁ) | N € steps(S)})

Bounding Memory Use. Given these definitions, we can now use the number of deviations
to bound the memory required by a parallel schedule S in terms of the memory required by the
sequential schedule S$*. The key insight is that between two deviations, a single processor can
require no more memory than would be required by the sequential schedule. We can therefore
quantify the total memory use in terms of the number of deviations and the memory required by
the sequential schedule. Though this bound is quite large, there do exist programs and scheduling
policies for which it is tight, as demonstrated by the example below.

Theorem 2.1 (Memory Upper Bound). Given e |} v;g;h and a schedule S of g, if S deviates
from the sequential schedule d times, then the amount memory required to execute S is given as,

memory, ,(S)| < (d + 1)|memory, ,(5°)|
where §* denotes the sequential schedule of g.

Proof. By induction on the derivation of e || v;g; h. The case for pairs is shown here. As the
other cases do not introduce any potential parallelism, there are no additional opportunities to
deviate from the sequential schedule.

Case C-FORK: Let the parallel schedules for each subgraph be denoted S; and S,, and the
sequential schedules S; and &;. The amount of memory required for the sequential schedule is,

memory, ,,(§*) = max(memory,, ,(S7), memory,, ,(S;) U memory,,(v1))

since it will require at most the memory required to visit each node the first subgraph, or to
visit each node in the second subgraph while holding on to the result of the first. (Recall that
the sequential schedule corresponds to a left-to-right evaluation strategy.) Note that some of the
reachable values in the first half of the schedule may also be reachable in the second half of the
schedule. In other words, there may be sharing between the computations described by g; and
g2. This is accounted for by taking the larger of the amount of memory required for either half.
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Inductively, we also know that memory required for each parallel schedule is bounded by the
memory required for each corresponding sequential schedule.

(dy + 1)|memory, ,,(S7)|

[memory,, ;,(S1))|
| < (dz + 1)|memory,, ,,(S;)]

S1)| <
|memory,, ,(S2)| <

Let n. be the end node of g; and n, be the start node of g,. Note that n. <, n,. We now
consider whether or not any additional deviations occur in S that do not occur in either S; or Ss.
If not, then d = d; + d». It follows that no deviation occurs at n,; and that there is some processor
p for which n. <, n,. Given the structure of g; and g2, we know that S must therefore visit every
node in g; before any node in go. As in the case of the sequential schedule, it follows that the
memory required by S can be written as follows.

|memory,, , (S)| = [max(memory,, ,(S:), memory,, ,(S2) Umemory, (v1))|
Or equivalently,
|memory, , (S)| = max(|memory,, ,(S1)[, /memory,, ;,(S2) U memory, (v1)])
Then inductively, we know that,
< max ((d; + 1)|memory,, ,(S7)l, (da + 1)[memory,, ,,(S;) U memory,, (v1)|)
Because both d; and d; are less than or equal to d, we have,

< max ((d + 1)|memory, ,(S7)|, (d + 1)|memory,, ,(S5) U memory, (v1)|)
= (d + 1) max (Jmemory, ,(Sy),|memory,, ,(S5) U memory, (v;)|)
= (d+ 1)[memory, ,(5%)|

Alternatively, at least one deviation occurs in S that does not occur in either §; or S,. Thus
d > dy + ds + 1. Note that this occurs when a single processor that visits g, before g; or when
two or more processors visit the nodes of g; and g, in parallel. In either case, we can bound the
amount of memory required as the sum of the amounts of memory required for each half.

[memory, ,(8)] < [memory,, ,(S))| + [memory,, , (S.)|

Note that this is no less than max(|memory,, ,(S5)|, [memory,, ,(S;) U memory, (v2)|), the
amount of memory required in the case were no parallel evaluation occurs, but g is visited
before g;. Inductively, we have,

< (dy + 1)|memory,, ,(S7)| + (dz + 1)|memory,, ,(S3)|
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The memory use of each half is no greater than the maximum of the two. (We also are free to
include locations from the result of the first subgraph.)

< (dy + 1) (max (|Jmemory,, ,(S})|, [memory,, ,,(S5) U memory, (v1)]))
+ (dy + 1) (max (Jmemory, ,(Sy)l,|memory,, ,(S;) U memory, (v1)|))

By redistributing and substituting d, we have the desired result:

= (di + 14 dz + 1) max (|memory,, ,(S;)|, |[memory,, ,(S;) U memory, (v1)])

< (d + 1) max (Jmemory,, ,(Sy)|, jmemory,, ,(S5) U memory, (v1)])

= (d + 1)[memory, ; (57|

This bound is tight in the sense that we can construct programs where a parallel schedule
with d deviations requires nearly (d + 1) times the memory required by the sequential schedule.
(The log d term accounts for the different between the state required for a single processor and
multiple processors.)

Theorem 2.2 (Memory Lower Bound). Given d such that d = 2" for some n > 1, there exists a
family of expressions e with e | v; g; h and schedules S of g such that

imemory, ,(8)| = ©((d + 1)(Jmemory, ,(5%)| — log d))
where §* denotes the sequential schedule of g.

Proof. The proof is given by constructing such a family of expressions. We assume the existence
of an expression ey, that requires m units of memory under the sequential schedule but that
evaluates to the unit value (which itself requires no space). Given d, we define e as the expression
that computes nested pairs of elements (in parallel) where each leaf is ey, and there are d leaves.
For example, if d = 4 then e is defined as,

{{ebig’ ebig}’ {ebiga ebig}}

Using the sequential schedule, this expression will require at most m + 3 units of memory.
The three additional units correspond to the maximum size of the set of roots. In general, the
sequential execution will require m + log d + 1 units of space.

There is a parallel schedule for this example where each of the four instances of that expres-
sion are evaluated in parallel, resulting in nearly perfect speed-up. This can be achieved with
three deviations. Note that each of these four expressions will require m units of memory. Fur-
thermore, at any point at which these expressions are being evaluated in parallel, there are at least
4 nodes in the root set (one for each processor). Thus the total memory required by the parallel
schedule for this example is 4m + 4 units. In general, there is a schedule that uses d processors
and requires dm + d = (d + 1)m units of memory. Plugging in the value of m, we achieve the
desired bound. []
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Note that this bound is more widely applicable than that given by Blumofe and Leiserson
[1993]. First, it applies to programs that use memory in an arbitrary fashion as, for example, in a
garbage collected language such as ML or Java. (In the work of Blumofe and Leiserson, memory
must be managed using a stack discipline.) Second, as my analysis uses deviations and not steals
as the basis for deriving memory use, it can be applied to arbitrary scheduling policies, not just
work-stealing policies.

2.7 Sequential Extensions

To better understand the cost semantics described above, I extend the language and the cost
semantics with several sequential constructs (Figure 2.8). The proofs of both Theorem 2.1 and
Lemma 2.1 can be extended to include these additional rules. As these constructs introduce
no additional opportunities for parallel evaluation, the extension of the proof of Theorem 2.1 is
straightforward. Cases for the extended proof of Lemma 2.1 are discussed briefly below.

First, I add syntax for sequentially constructed pairs. The difference from the parallel rule
shown above (C-FORK) is the use of sequential graph composition @ instead of parallel com-
position ®. Though deterministic parallelism encourages programmers to express many parallel
tasks, in some cases it is still necessary for programmers to control the granularity of these tasks.
Using sequentially constructed pairs, programmers can write purely sequential code.

Second, I add booleans and conditional expressions to the language. Though these offer no
possibilities for parallel evaluation, they shed some light on how this cost semantics reflects the
way programs use memory. The rules to evaluate constant booleans (C-TRUE, C-FALSE) are
straightforward, but the rules for evaluating conditional expressions require some explanation.’
Take the case of C-IFTRUE. As expected, after evaluating e; to true (or more precisely, a value
true’), we evaluate e,. We add an additional node 7 to the computation graph that corresponds
to the cost of testing the boolean value and taking the branch. In addition, we add heap graph
edges from 7 to the values of es, the branch that is not taken. These edges correspond to possible
last uses of the values that have been substituted into e;. By adding these edges, I allow imple-
mentations to maintain these values until the branch is taken. As discussed below, these edges
are critical in ensuring that the specification given by the cost semantics can be implemented.
The rule C-IFFALSE is analogous.

These edges play a role when extending the proof of Lemma 2.1 (Initial Roots) when e is
if e; then e, else e;. As the locations of a conditional expression may come from either branch,
we must ensure that they are also in the initial roots. In C-IFTRUE, the locations of e, are
included in the set of roots as in previous cases. For each of the locations ¢ in e3, there is an edge
from n to each ¢ and, because n does not appear in the locations of e, each of these locations is
also in the roots of e.

It is possible to give a cost semantics that does not include these edges that point to the val-
ues of the branch not taken. However, giving an implementation faithful to such a cost semantics
would be impossible: it would require the language implementation (e.g., the garbage collector)
to predict which branch will be taken for each conditional expression in the program. (Further-

3Note that one might also consider a cost semantics where boolean values do carry locations.
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more, it must make such predictions without consuming any additional resources.) Thus, my
cost semantics is designed, in part, with an eye for the implementation. These additional edges
distinguish what might be called “true” garbage from “provable” garbage: though we would like
to measure the memory required by only those values that will actually be used in the remain-
der of the computation, we cannot expect an implementation to efficiently determine that set of
values. Instead, we settle for an approximation of those values based on reachability.

As I shall make explicit in the next chapter, this cost semantics maintains an invariant that
at each point in a schedule, the roots of the heap graph correspond to values that must be pre-
served given information available at that point in time. Thus the heap graph encodes not only
information about values in the heap, but also information about uses of those values over time.

2.8 Alternative Rules

There are a number of design choices for in the rules given in Figures 2.4 and 2.8. In addition to
the examples where an alternatives rule would be too strict (as in the case of conditionals), it is
also possible for a cost semantics to yield constraints that are too lax.

Consider as an example the following alternative rule for the evaluation of function applica-
tion. The premises remain the same, and the only difference from the conclusion in Figure 2.4 is
highlighted with a rectangle.

e <f-$~€3>€1;91; hy ez | v2; go; ho
€1 €2 U V35 g1 S¥ g2 S g3 S [TL] ;hl U h2 U h3 U {(nv gl)v (n7 IOC(U2>)}

This rule yields the same extensional result as the version given in Figure 2.4, but it admits more
implementations. Recall that the heap edges (n, ¢;) and (n,loc(vsy)) represent possible last uses
of the function and its argument. This variation of the rule moves those dependencies until after
the evaluation of the function body.

This rule allows implementations to preserve these values, even in the case where they are not
used during the function application or in subsequent evaluation. This includes the case where
these values are bound to variables that do not appear in the program text of the function body
or after the application. This is precisely the constraint described by Shao and Appel [1994] as
“safe-for-space.”

In contrast, the original version of this rule requires that these values be considered for recla-
mation by a garbage collector as soon as the function is applied. Note, that the semantics does
not specify how the implementation makes these values available for reclamation: it is left to the
implementer to determine whether this is achieved through closure conversion, by clearing slots
in the stack frame, or by some other means.

As this example suggests, there is some leeway in the choice of the semantics itself. My
goal was to find a semantics that describes a set of common implementation techniques. When
they fail to align, my experience suggests that either the semantics or the implementation can be
adjusted to allow them to fit together.
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2.9 Summary

In this chapter, I have defined the language of study used in this thesis and given a novel cost
semantics that describes how programs in this language may be evaluated, and in particular,
constrains how implementations of this language may use memory. These costs can also be used
by programmers to analyze the performance of parallel programs. This analysis is factored into
two parts: it first assigns a pair of graphs to each closed program which can be used to reason
about program performance independently of the implementation; programmers can also fix a
scheduling policies to derive more precise performance bounds. A key part of this analysis is
the identification of deviations, or points where a parallel schedule diverges from the sequential
schedule. Using deviations, I give a novel bound on the memory use of arbitrary scheduling
policies. I have further explored this cost semantics in how it constrains implementations of both
parallel and sequential expressions, and I have given an example of how this cost semantics can
formalize a notion of “safe-for-space.”

2.10 Related Work

Directed graphs are a natural representation of parallel programs. Graphs introduced by Blumofe
and Leiserson [1993] are similar to my computation graphs, though my computation graphs are
simpler and do not expose the structure of threads. Furthermore, Blumofe and Leiserson’s work
did not allow for general heap structures such as those modeled by my heap graphs.

Extended language semantics were used by Rosendahl [1989], Sands [1990], and Roe [1991]
to automatically derive bounds on the time required to execute programs. In all cases, the se-
mantics yields a cost that approximates the intensional behavior of programs. Ennals [2004] uses
a cost semantics to compare the work performed by a range of sequential evaluation strategies,
ranging from lazy to eager. As in this thesis, he uses cost graphs with distinguished types of
edges, though his edges serve different purposes. He does not formalize the use of memory by
these different strategies. Gustavsson and Sands [1999] also use a cost semantics to compare
the performance of sequential, call-by-need programs. They give a semantic definition of what
it means for a program transformation to be safe-for-space [Shao and Appel, 1994] and provide
several laws to help prove that a given transformation does not asymptotically increase the space
use of programs. To prove the soundness of these laws, they use a semantics that yields the max-
imum heap and stack space required for execution. In the context of a call-by-value language,
Minamide [1999] showed that a CPS transformation is space-efficient using a cost semantics.
Sansom and Peyton Jones [1995] used a cost semantics in the design of their profiler.

Cost semantics are also used to describe provably efficient implementations of speculative
parallelism [Greiner and Blelloch, 1999] and explicit data-parallelism [Blelloch and Greiner,
1996]. These cost semantics yield directed, acyclic graphs that describe the parallel dependen-
cies, just as the computation graphs in this thesis. Execution time on a bounded parallel machine
is given in terms of the (parallel) depth and (sequential) work of these graphs. In one case [Blel-
loch and Greiner, 1996], an upper bound on memory use is also given in terms of depth and work.
This work was later extended to a language with recursive product and sum types [Lechtchin-
sky et al., 2002]. Acar et al. [2000] defined drifted nodes and used that definition to bound the
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number of cache misses for a work-stealing scheduling policy. These works, however, have all
assumed a fixed scheduling policy.

Sized types [Hughes et al., 1996, Hughes and Pareto, 1999] are a static counterpart to cost
semantics and provide a decidable approximation of the resource use of a program. Loidl and
Hammond [1996] extend this work to a parallel functional language. Jay et al. [1997] describe
a static framework for reasoning about the costs of parallel execution using a monadic language.
Static cost models have also been used to choose automatically a parallel implementation during
compilation based on hardware performance parameters [Hammond et al., 2003] and to inform
the granularity of scheduling [Portillo et al., 2002]. Unlike this thesis, the latter work focuses on
how the size of program data structures affect parallel execution (e.g. through communication
costs), rather than how different parallel schedules affect the use of memory at a given point in
time.
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Figure 2.8 Sequential Language Extensions. This figure extends the core language by adding
booleans, conditional expressions, and pairs whose components are always evaluated in series.

(expressions) e = ... |(ep,eq) |true |false | if e; then e, else e3
(values) v o= ... |true’ | false

(a) Syntax.

et bvisgishe ea U va; gos ho (€ fresh)

(e1,2) I (v1,v2)% 91 ® g2 @ [€]; by U ha U {(£,loc(v1)), (£, loc(vz))} C-PAIR

(¢ fresh) (¢ fresh)
7 C-TRUE 7 C-FALSE
true | true’; [¢]; 0 false | false; [¢]; 0

e | true; g;; by ez | v2; ga; ho (n fresh)

; C-IFTRUE
if €1 then €9 else €3 ~U V2; g1 D [n] D g2; hl U hg U {(n, 61)} U Uéelocs(eg)(n’ f)

er | false” 1 g1; hy es | v3; g3; hs (n fresh)

_ C-IFFALSE
if €1 then €9 else €3 U v3; g1 D [n] D gs; hl U hg U {(n,ﬁl)} U UZE]OCS(eg)(n’ g)
(b) Cost Semantics.
[v/z](e1,€2) = ([v/zler,[v/z]es)
[v/x]true = true
[v/x]false = false
[v/x]if e; then e; else e3 = if [v/z]e; then [v/z]es else [v/z]es

(c) Substitution.

loc(true’) =/

loc(false’) =/

locs((eq,e2)) = locs(e;) Ulocs(es)
locs(true) =0

locs(false) =0

locs(if e; then e; else e3) = locs(e;) Ulocs(ez) U locs(es)

(d) Locations.
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Chapter 3

Online Scheduling

While the cost semantics given in the previous section allows a programmer to draw conclusions
about the performance of programs, these conclusions would be meaningless if the implemen-
tation of the language did not reflect the costs given by that semantics. In this section, I define
several provable implementations [Blelloch and Greiner, 1996] of this language, each as a transi-
tion (or small-step) semantics. At the same time, I will show how the behavior of each semantics
can be described as a refinement of a schedule as defined in the previous chapter.

The first semantics is a non-deterministic semantics that defines all possible parallel execu-
tions. Each subsequent semantics will define a more constrained behavior and in many cases
serve as a guide to a lower-level implementation of a particular scheduling policy. The following
table gives a brief overview of the semantics that appear in Chapters 2 and 3.

| Semantics (Figure) | Judgment(s) | Notes
Cost (2.4) el v;g; h | big-step, sequential, profiling semantics
o . axioms shared among parallel
Primitive (3.2) c—¢ implementations
e s ¢f
Non-Deterministic (3.4) d defines all possible parallel executions
d—d
a . . .
Depth-First (3.6) e ? e algorithmic 1mplemer.1tat10n favoring
a2 ¢ | left-most sub-expressions
e 2l ¢f
bf . . . .
Breadth-First (3.8) a2 implementation favoring expressions at least
e =bf ¢ depth
d="d
e df-ws 6/
df-ws / . s
Work-Stealing (3.11) d = Cg order of execution derived from one task
e =" ¢ queue per processor
d EWS dl

As part of the implementation of this language, I extend the syntax to include a parallel let
construct. Parallel lets and underlined expressions e are used to denote expressions that have
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Figure 3.1 Syntax Extensions for Scheduling Semantics. Declarations as well as let and under-
lined expressions are used to represent the intermediate steps of parallel evaluation.

(declarations) d = z=el|d and d,
(value declarations) § := x =wv|d; and d,
(expressions) e == ... |letdine|e

been partially evaluated. Note that this new syntax is only meant to reflect the intermediate state
of the implementations described in this chapter. In particular, it is not meant to provide the
programmer with any additional expressive power. Like values, these new forms of syntax are
never written by programmers.

Declarations within a let may step in parallel, depending on the constraints enforced by one
of the transition semantics below. Declarations and let expressions reify a stack of expression
contexts such as those that appear in many abstract machines (e.g. [Landin, 1964]). Unlike a
stack, which has exactly one topmost element, there are many “leaves” in our syntax that may
take transitions in parallel; thus declarations form a cactus stack [Moses, 1970]. These extensions
are shown in Figure 3.1. Declarations either bind a single variable as in x = e or are parallel
composition of two sub-declarations as in d; and ds. In the case of d; and dy, the variables
bound are the union of those bound in d; and d,. I maintain an invariant that each variable bound
in a declaration is distinct from all other variables in the expression. Furthermore, each variable
bound in a declaration will appear in the body of a let expression of exactly once.

Underlined expressions are used to mark expressions that have already been expanded as part
of a let declaration. Thus the different between an expression such as (vy,v2) and (vy,vs) is that
the former will step to a let expression while the latter will step directly to a value representing
the pair. Each underlined expression represents a frame on the cactus stack that indicates what
operation should be performed once all sub-expressions are evaluated to values.

To simplify the presentation of different scheduling policies, I will factor out those steps that
are common to all of the scheduling semantics in this chapter. This will allow us to compare
these different semantics more directly. These steps are called primitive transitions. Figure 3.2
shows the inference rules defining these transitions, and these rules are explained in detail below.

Values such as functions and booleans that require no further evaluation may step to the
resulting value immediately (P-FUN, P-TRUE, P-FALSE). Sequential pairs are expanded into a
pair of nested declarations (P-PAIR). This will ensure that the first component of such a pair is
always evaluated before the second component. The underlined expression (z1,72) denotes an
expression which has already be expanded.

Once all declarations have been evaluated to values, the primitive rule P-JOIN can be applied
to eliminate bindings in a declaration by substitution. Substitution of value declarations is defined
in Figure 3.3.

In the case of pairs, once both components are evaluated to values and substituted using P-
JOIN, the expression will be of a form that P-PAIRALLOC can be applied to create a new pair
value. Note that there is no expression to which both P-PAIR and P-PAIRALLOC can both be
applied. Again, underlined expressions are used to denote those expressions that are playing a
second role as frames.
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Parallel pairs (P-FORK) bind two fresh variables (one for each component) like the rule for
sequential pairs, but these variables are bound using and instead of nested let expressions. This
will allow these two sub-expressions to transition in parallel.

Function application (P- APP), projection (P-PROIJ;), and conditional statements (P-IF) are all
expanded into let expressions in such a way to force sequential execution. Once the appropriate
sub-expression(s) have been evaluated, they will be substituted using P-JOIN, as above, and
reduced using one of P-APPBETA, P-PROJ;BETA, P-IFTRUE, or P-IFFALSE.

Note that each rule is an axiom and that the rules are syntax-directed: the applicability of a
rule can be determined solely by considering the structure of the expression and at most one rule
applies to any expression. Also note that primitive transitions do not allow any evaluation of the
expressions embedded within declarations (e.g., * = e): primitive transitions will only be used
as the leaves of a transition derivation. Transitions within a declaration will be handled by the
scheduling semantics found in subsequent sections.

3.1 Non-Deterministic Scheduling

The non-deterministic schedule semantics does not serve as a guide for an actual implementation,
but as an inclusive definition of all possible parallel implementations. Though this semantics is
non-deterministic in #ow it evaluations an expression, it always yields the same result. A proof
of this fact is given below.

Figure 3.4 shows the inferences rules for the non-deterministic transition semantics. The
non-determinism of this semantics is concentrated in the application of the ND-IDLE rule: it can
be applied to any expression, and thus for every expression, a choice between two rules must
be made. The idle rule also embodies another unorthodox aspect of this transition semantics:
it is reflexive. This means that there is an infinite sequence of steps that can be taken by any
expression in the language. In contrast, the scheduling semantics found later in this chapter shall
always be forced to make some progress. I have found it to be simpler to prove this property
about each such semantics individually, rather than the non-deterministic semantics, since each
semantics below enforces this property in a different manner. Proving termination for the non-
deterministic semantics would require either some global notion of progress or setting some
artificial limit on the number of steps that some (sub-)expression could remain unchanged.

The remainder of the rules are relatively straightforward. The primitive rule (ND-PRIM)
embeds primitive transitions within the non-deterministic semantics. Parallel declarations may
step in parallel (ND-BRANCH). While one can read the ND-BRANCH rule as stating that both
branches of a parallel declaration must step in parallel, when taken together with the ND-IDLE,
this means that either branch may take a step forward or both (or neither). The remaining rules,
ND-LET and ND-LEAF, allow transitions to be make on sub-expressions.

3.1.1 Confluence

As noted above, one important property of the non-deterministic semantics (and therefore every
semantics that is consistent with it) is that despite that fact that there are many ways of evaluating
an expression, all of these sequences of transitions yield the same result. To prove this fact, we
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Figure 3.2 Primitive Transitions. These transitions will be shared among the scheduling seman-
tics defined in the chapter. Substitution is defined in Figures 2.6 and 3.3.

/

e—e
(¢ fresh) (¢ fresh) (¢ fresh)
7 P-FUN - P-TRUE 7 P-FALSE
fun f(z) =e — (f.x.e) true — true false — false
(¢ fresh)
_ - P-PAIR , P-JOIN
(e1,e9) — let 1 = ey inlet x9 = ey in (21,25) let 6 in e — [d]e
(¢ fresh) (21, x5 fresh)
P-PAIRALLOC - - P-APP
(Ul,vg) — <’l}1,’U2> €1 6o — let r1 =-e1 1IN let To = €9 IN T T2
1, xo fresh
(21, 2 ) - P-FORK
{e1,e0} — let xy = e; and x5 = ey in (21,29
(« fresh)
P-APPBETA _ P-PROJ;
(fa.e) vy — [(fx.e)'/f vy/x]e #ie—letr=cin#ix '
. P-PROJ;BETA
#i (v, v9)" — v;
(1 fresh) .
. — P-IF
if e; then e, else es — let z; = ¢; inif z; then e, else e;
; 7 P-IFTRUE - 7 P-IFFALSE
if true® then e, else e — e, if false” then e, else e3 — e3

will use a method based on that given by Huet [1980]. We first prove a lemma that will be used
in the proof of confluence below.

d d : :
Lemma 3.1 (Strong Confluence). If e — ¢’ and e — ¢” then there exists an expression e

"

such that ¢ »%*¢” and ¢ % e Similarly, d A @ and d Y% @7 then there exists a
nd nd

declaration d"” such that d’ —*d" and d" — d"".

Pictorially, given the solid arrows, we would like to show the existence of ¢, d”’, and the
dashed arrows.
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Figure 3.3 Substitution for Declarations. This figure defines substitution for declarations and let
expressions. Substitution of declarations is a critical part of the P-JOIN primitive transition.

[v/z](letdine) = let[v/z]din [v/z]e
[v/z]e = [v/a]e

[v/z](x = e) = == [v/zle

[v/x](dy and dg) = [v/x]d; and [v/x]ds
[z = v]e = [v/x]e

[(51 and (52]6 = [(51, 52]6

Figure 3.4 Non-Deterministic Transition Semantics. These rules define all possible parallel
executions of an expression.

nd
EH——e

nd
e— ¢ dr—d
ND-IDLE ——— ND-PRIM ND-LET
nd nd . nd /s
er— e er— e letdine—letd ine
d
d—=d
nd nd nd
er— ¢ dy — dj dy — d
— ND-LEAF — ND-BRANCH
r=er—x=¢ d; and dy — d} and d,
/e\ d
e/ 6// d/ d//
£ N £ N
\J L// \\J L//
¥ ¥
6/// d///

. . . o d d
Proof. By simultaneous induction on the derivations of e —— ¢’ and d — d.

Case ND-IDLE: In this case ¢/ = e. Assume that e ~ ¢” was derived using rule R. Let
: d :
¢ = ¢". Then we have e " ¢” (by applying R) and e’ +— €” (by ND-IDLE), as required.

As all of the non-determinism in this semantics is focused in the use of the ND-IDLE rule,
the remaining cases follow from the immediate application of the induction hypothesis or similar
use of the ND-IDLE rule. One example is shown here.

Case ND-LET: In this case e = letdine; and ¢ = let d’ in e; with d X, . Assume that
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e s o by rule R. There are two sub-cases:

Sub-case R = ND-LET: Then we have ¢” = let d” in e; and d % . Applying the induc-
tion hypothesis, there exists @ with ' +5* @ and @ 2% @ Applying ND-LET (iteratively)
to ¢’ and (once) to €”, we obtain the desired result.

Sub-case R = ND-IDLE: Here we have ¢” = e. Let ¢’ = €”. The required transitions are
achieved by applying ND-IDLE to ¢’ on the left, and ND-LET to €” on the right. O

One way of reading the diagrams above is to say that whenever ¢’ L9 e then e’ can “catch

up” in one step. As these diagrams can be flipped left-for-right, we also know that whenever

e % ot (though possibly a different ¢’’) then it is also the case that ¢’ can catch up in one

step. Thus the intuition behind strong confluence is that while two transitions may each take an
expression in two different directions, neither one of these transitions gets very far “ahead” of
the other.

Given strong confluence, we can now prove confluence: when starting from a single expres-
sion (or declaration), no matter how far apart two sequences of transitions get, they can always
find their way back to a common expression.

d d
Theorem 3.1 (Conﬂuence) If e —* ¢ and e —* ¢! then there exists an expression ¢ such

d d
that ¢/ —* ¢ and ¢ —* ¢’ . Similarly, d A 0 and d XS @7 then there exists a declaration
nd nd

d" such that d’ —* d"" and d”" —* d"". Pictorially,
e d
6/ e// d/ d//
A N P N
A |
* ok * d" *

Proof. Following Huet, let e i e (i.e., e steps to €” in n steps non- determmlstlcally) We ﬁrst
nd nd nd nd
prove that if e = ¢’ and e +—" ¢” then there exists an ¢ such that ¢/ ——* ¢ and ¢’ s ¢

nd
This follows by induction on n, using ND-IDLE (or ¢’ —" ¢”) when n = 0 and strong confluence
in the inductive step. The inductive step can be shown as follows,

/N
NN
NS
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Figure 3.5 Embedding of Declarations into Source Syntax. To relate the behavior of the non-
deterministic semantics to the cost semantics, this function maps the extended syntax used in this
chapter back to the core syntax found in the previous chapter.

Tletdine! = [Fde™
Fel = e
Me'l = e (otherwise)
e — Tel/x
'_dl and dg—l = '_dl—la l—dQ—l

. d .
We can then use Huet’s lemma 2.3, which states that — is confluent whenever

e 'i N 'ﬂ* ¢ = Je!" ¢ 'g* NP ,ﬂ* o

This follows immediately from the statement above. [

3.1.2 Soundness

We now turn back to the semantics given in the previous chapter and show that whenever the
non-deterministic semantics gives an answer, the same answer can also be derived using the cost
semantics. Given that every sequence of transitions of the non-deterministic semantics that leads
to a value will yield the same value, it suffices to take a single, arbitrarily chosen sequence of
transitions.

The transition semantics is defined on a larger set of terms than the evaluation semantics,
so we shall define an embedding of declarations and parallel let expressions into the syntax
used in the previous chapter. As shown in Figure 3.5, declarations are mapped to substitutions,
which are then applied at let expressions. This requires an extension of substitution to arbitrary
expressions, not just values. Extending the definition of substitution to such expressions is not
difficult, especially as the variables bound by let expressions are chosen so that they never appear
anywhere else in the expression. In addition, each variable bound in a declaration appears exactly
once in the body of the let expression. (This can be verified by an inspection of the primitive
transition rules.) As a consequence, the substitution performed by the embedding will neither
duplicate nor eliminate any sub-expressions. Finally, underlined expressions are replaced with
their ordinary counterparts.

. . d .
Theorem 3.2 (ND Soundness). For any closed expression e, if e —— * v then there exist some

g and h such that "e' || v;g;h. Similarly, if d 2 0, then there exist g; and h; such that
Te; 1| v;; gi; hy; for each x; = e; in d and corresponding x; = v; in 0.

Proof. By induction on the length of the sequence of non-deterministic transitions. Assume that

e idiny, (An analogous method applies for d LLR J)
Case n = 0: It follows that e = v. We have the desired result using the rule C-VAL.
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Case n = n’ + 1: In this case we have ¢/ *“5" ¢ and e % ¢/, Inductively, "¢’ |} v; ¢'; ' for
some ¢’ and h'. The remainder of this case follows from the following lemma. [

d d . .
Lemma 3.2. If e = ¢/, ¢ +—*v, and "¢/ |} v; ¢; b’ then there exist computation and heap

graphs ¢ and h such that "e || v; g; h. Similarly, if d 2 @ a5, and Tel 1} vi; gi; bl then

Te; '} vi; gi; by for each x;, €}, and v; in d’ and 0.

Proof. By simultaneous induction on the derivations of e 2 e and d 2

Case ND-IDLE: In this case ¢/ = e, and the required result is one of our assumptions.

Case ND-PRIM: We must consider each primitive transition. P-PAIR, P-APP, P-PROJ;, P-FORK
and P-IF follow immediately since "¢/’ = Te™. In the case of P-JOIN, "¢/ = Te as well.
P-FUN follows by application of C-FUN and similarly for P-TRUE and P-FALSE. For the cases
of P-PAIRALLOC, P-PROJ;BETA, P-APPBETA, P-IFTRUE, and P-IFFALSE, we apply rules C-
PAIR, C-PROJ;, C-APP, C-IFTRUE, and C-IFFALSE (respectively), using the fact that every value
is related to itself in the cost semantics.

Case ND-LET: Here, eislet din e; and ¢’ islet d' in e; with d D, @ and T 1 v;¢'; 1. From
Lemma 3.3, for each z; bound to €} in d’, we have "¢, || v;; ¢;; h.. Each of these x; also appears
in d, and thus we have ¢; X, e;. By induction, we have "e; " || v;; g;; h; for each e;. We then
construct a derivation for "e ' |} v; g; h using the result of applying the induction hypothesis as
well as sub-derivations of the assumption "¢’ |} v; ¢’; h' as necessary.

Case ND-LEAF: In this case, d’ is # = ¢’ and d is 7 = e with d ~5 @’ and "¢/” I v g5 h.
By a sub-derivation, e 2, ¢ and the required result follows immediately from the induction
hypothesis.

Case ND-BRANCH: Finally, for this case, we have d' is d} and d;, and for each expression €}
that appears in d} or di, we have "¢ |} v;; gi; hl. As dy ALK d} and dy BN d), are sub-derivations,
we have the required cost derivations for each expression e that appears in d. [

Lemma 3.3. If "let d in e |} v; g; h then for all expressions e; bound in d, there exist values v;,
and graphs g; and h; such that "e; ' |} v;; g;; h;.

The proof follows by straightforward induction on the derivation of the cost judgment.

3.1.3 Completeness

The non-deterministic semantics is complete in the sense that for every program that termi-
nates under the evaluation semantics, there is a sequence of transitions to a value in the non-
deterministic semantics. In this section, we will prove an even stronger form of completeness
that states that for every schedule of the graphs derived from the cost semantics, there is a se-
quence of transitions to a value.

Recall that I use the term source expression to distinguish those forms of expressions written
by programmers (and presented in the previous chapter) from those used to represent values
and the intermediate state used in the implementation semantics described in this chapter. In
particular, let declarations and underlined expressions are not source expressions.
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Theorem 3.3 (ND Completeness). For any source expression e, if e || v; g; h and S is a schedule
of g, then there exists a sequence of expressions e, . . . , e, such that

e ¢pg=cande, = v,

o Vie[0,k). e ~5 espq, and

® Vi € |0, k]. locs(e;) = rootsh,v(]/\f\i)
where Ny = () and Ny, ..., N}, = steps(S).

Recall that each set of nodes NV; is a set of simultaneously visited nodes called a step of the
schedule. The theorem states that for each schedule there is a sequence of transitions in the non-
deterministic semantics and that the space use as measured by the locations of each expression
in that sequence is the same as the space use read from the cost graphs.

Each step of the schedule may require several transitions in the non-deterministic semantics
(as indicated by the * in the second item in the theorem). This is due to the fact that there
is some overhead in the implementation that is not accounted for in the cost graphs. In this
implementation, the overhead is bounded by the size of the expression. Other implementations
may have more or less overhead.

To prove this theorem, it must be strengthened to account for partially evaluated expressions
e that already contain locations. The theorem follows immediately from the lemma below since
for any source expression locs(e) = (). As the locations of non-source expressions e correspond
to evaluation that has already occurred, we include them when computing the roots of a step of
the schedule.

Lemma 3.4 (ND Completeness, Strengthened). For any expression e, if e |} v;g;h and S is a
schedule of g, then there exists a sequence of expressions ey, . . . , ¢ such that

e ¢pg=cande, = v,

e Vie[0,k). e LR eit1, and

* Vi € [0,k]. locs(e;) = rootsh,U(J/V\Z- Ulocs(e))
where Ny = () and Ny, ..., Nj, = steps(S).

Proof. By induction on the derivation of e |} v; g; h.

Case C-FUN:  We have ¢ as fun f(z) = ¢, v as (f.x.¢/), g = [{]. Then N; must be {(}.
Define e; as v with a transition defined by ND-PRIM along with P-FUN. Note that rootshw(J/\f\o U
locs(e)) = locs(eg) by Lemma 2.1, and rootsh,v(]/\f\l Ulocs(e)) = loc(v) = {¢} because v is the
result of evaluation.

Case C-FORK: In this case e is {e”, e®} and g = (g1 @ go) @ [n]. We first construct a sequence
of expressions related by the non-deterministic semantics. Define e; to be let x; = el and z, =
eftin (z1,75). We have e, transitions to ¢; by ND-PRIM and P-FORK.

We have sub-derivations e” || vy;g1;hy and ef* || v; go; ho. If we restrict S to the nodes
of g; and g, we obtain schedules S* and S% for these sub-graphs. Inductively, we have that
el Mk and eF k2 g Let & = max(ky, k») and define two new sequences of expressions
of length £’ and indexed by [1, %" + 1] as follows. Define el as eZ. If N, N nodes(g*) = 0
then let el = el otherwise let e be the next expression in the sequence given by the induction

. d .
hypothesis. In the first case, we have e/ = el by ND-IDLE, and in the second case by the rule
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given inductively. Define each subsequent expression e; and transition using N; N nodes(g%).
Define a sequence of expressions and transitions for e analogously.

Foreachi € [2, k'+1], define ¢; using these sequences as let z; = eX and zy, = e® in (z,2,).
(Note that e¢; defined in this manner would match the definition we used above.) We use the tran-
sitions above and apply rules ND-LET, ND-BRANCH, and ND-LEAF to the let expression at each
step. By construction e/ is let x; = vy and xy = vq in (x1,25). Let e 4o be (vq,v2) and note
that e/, transitions to ez by P-JOIN and ND-PRIM. Let k = k' + 3 and define e;, as (vy, vo)*.
It follows that e;/ o LN er by rules P-PAIRALLOC and ND-PRIM.

Now must show that the locations of each expression in this sequence match the roots of each
step of the schedule. By Lemma 2.1, rootshw(/N?] U locs(e)) = locs(eg). Let ng and n, be the
start and end nodes of g. Then N; = {n,} since n, <, n for all other nodes n € nodes(g).
Note that locs(e;) = locs(eg). As ng does not appear in any edge (ng, ¢) € h, it follows that
rootsh,v(]/\/\l Ulocs(e)) = rootshm(N\o Ulocs(e)).

For i € [2,k’ + 1] the locations of e; are exactly the locations locs(e) U locs(ef). From

the induction hypothesis, the locations of the left-hand expression locs(e”) = rootsy, ., ((]/\7\Z N
nodes(g”)) Ulocs(el)), and similarly for the right-hand expression. To show that these locations
¢ are also in the roots of the parallel let expression, we must consider the cases where ¢/ =
loc(vy) or not. If ¢ = loc(wv;) then, from the rule, there is an edge (n, ') € h withn & N,. If not,
then there is an edge (n/, ') € hy C h with n/ & (N; Nnodes(g”)). However, n’ € nodes(g")
and therefore n” € N;. A similar argument follows for locations in the right-hand sequence of
expressions.

Finally, since n <, n. <, ¢ for all other nodes n € nodes(g), it must be the case that N;,_; =

{n.} and N, = {¢}. For the penultimate step, it is the case that locs((v;,v5)) = {loc(v;), loc(vs)}

which, given the edges of h, is exactly the roots of V;_; since ¢ ¢ ]Vk: For the final result,
¢ = loc(v) is in the roots of N; by the first clause of the definition of roots().

Case C-VAL: In this case e = v so locs(e) = loc(v). There is only one step in S, namely
Ny = {n}. We have e ", » by ND-IDLE. By Lemma 2.1, rootshm(]/\i Uloc(v)) = loc(v). From
the definition of roots, rootsh,v(]/\/\l Uloc(v)) = loc(v).

Case C-APP: In this case e is e/’ e? and g = g1 @ go @ [n] ® g3. We have sub-derivations
ef' | (f.z.e)¥; g1; hy and e? || va; g; ho and thus, inductively, ef’ Ak (f.z.e)f and et k2 g5,
Note that e steps to let z; = e’ in let 2, = e? in z; 25 by ND-PRIM along with P-APP. We then
apply rules ND-LET and ND-LEAF, along with the transitions given inductively from the first sub-
derivation. Let ¢, be the let expression derived from the last expression in that sequence let z; =
(f.x.e)tinlet zy = e?tin 2y x5. From here, we apply the transitions derived inductively from
the second sub-derivation. This yields ey, 1, as let z; = (f.z.e)¢inlet zo = vy in z; 25, Let
ew be [(f.z.e)!/f, vy/x]e. We have ey, 1y, steps to e, by two applications of P-JOIN and one ap-
plication of P-APPBETA (along with ND-PRIM). We also have [(f.z.e)¢/f, va/x]e |} v; gs; hs as

a sub-derivation and therefore, [(f.z.e)*/f, va/x]e H4k3 ), inductively. We use these transitions
directly to achieve the desired result.

We now show that memory use is accurately modeled by the roots of each step of the sched-
ule. Note that if we restrict S to the nodes of g1, g2, or g3 we obtain schedules S;, S», and S3
for these sub-graphs, respectively. For the first £; steps, the locations of the expression are those
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that appear in ", one of its reductions, or e?. Inductively, each of the locations in e’ (or one of

the expressions to which it transitions) is in the roots of S; and so there must be an edge in ¢;
corresponding to that root or that location must be the location ¢ of the resulting function value.
In the later case, the location is also in the roots of the composite heap graph because of the edge
(n, £). Similarly for Sy and g».

Note that the locations of let z; = (f.z.e)’ inlet xy = vy in 1 x5 are exactly {/,loc(vs)}
and that these correspond to the roots at the step before the node n is visited. Finally, we know
that the locations of the remaining expressions match the roots of the remaining steps by applying
the induction hypothesis to the third sub-derivation.

Case C-PrROJ;:  In this case e is #i e and g = g1 @ [n]. We have a sub-derivation e |

. . .. d p/
(v1,v2)%; g; h and therefore, inductively, a sequence of transitions e” sk (v1,v2)". e steps to

let x = ein #i « by ND-PRIM and P-PROJ;. The sequence of transitions derived inductively
gives rise to a sequence of transitions on this let expression, defined by applying ND-LET and
ND-LEAF to each transition. Let e;_; be the last expression in this sequence, or more specifically,
let 2 = (vy,v0)" in #i 2. Using rules P-JOIN and P-PROJ;BETA (along with ND-PRIM in both
cases), this steps to v;, as required.

We can derive a schedule S; by restricting S to the nodes of g;. Inductively, the roots of the
steps of this schedule match the locations of each expression in the transition sequence. Each
such root corresponds to an edge in g; or is the location ¢ of the pair itself. It follows that each
such location is also a root in the corresponding step of S because g contains every edge in ¢;
plus an edge from n to /. After the final step of the schedule, we have the roots equal to loc(v;)
since v; is the result of the computation.

Case C-UNIT: This case follows trivially since locs(e) = loc(v) = 0.

Case Cc-PAIR: This case follows as the case for C-FORK with the only exception that since no
parallel evaluation occurs between the two sub-expressions, the construction of the sequence of
expressions does not require any use of the ND-IDLE rule.

Case C-TRUE: In this case e = true and v = true’. Note that ¢ transitions to v by P-TRUE and
ND-PRIM. As locs(true) = (), this is trivially equal to rootshﬂ,(]/\f?)). There is only one node in g
and so N; = {/}. This implies rootshﬂ,(]/\f\l) = loc(v).

Case C-FALSE: As for C-TRUE.

Case C-IFTRUE: In this case, e is if e® then e? else e and g = g; @ [n] ® g with sub-
derivations e? | true®; g;; hy and €7 || vs; ¢; ho. Inductively, this yields transition sequences
eB MLk trueh and e 42 1y, We have e steps to let x; = e inif z; then e’ else e by p-IF
and ND-PRIM. We construct a sequence of transitions using the inductively derived sequence
along with ND-LET and ND-LEAF. Let ¢, be let z; = true® in if 2; then ¢” else e”’. This
expression transitions to e’ in two steps (using P-JOIN and P-IFTRUE). The remaining transitions
follow from the inductively derived sequence directly.

We now show that every location in any one of these expressions is also a root of the corre-
sponding step of the schedule S. For the first half of the transition sequence, expressions are of
the form let z; = ¢, in if z;; then e? else ef” where e is one of the expressions in the sequence
derived from the first sub-derivation. Let S; be the schedule defined by restricting S to the nodes
in g;. Each location ¢ of such an expression is either ¢;, some other location in ey, or a location
of either e? or e’. If ¢ = /; then it is also in the roots because of the edge (n,¢;). A similar
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argument holds for any location found in . If / is another location in some expression e; in
the sequence, then it must be in the roots with respect to S; and there must be an edge (7, ¢) in
hy. That edge is also in the composite graph ~ and so ¢ is also in the roots with respect to S.
If ¢ € locs(e”) then by the induction hypothesis, we have ¢ € rootsy, ,,(locs(e?)) (i.e., £ is in
the initial set of roots for the schedule of gs). It follows that £ = loc(vy) or there exists an edge
(n,f) € hy with n ¢ locs(e”). In the former case, the result is immediate since vy is the result
of evaluating the if expression. In the latter case, such an edge (n, ) is also in & by construction
and, since any such node n does not appear in g;, £ must also be in the roots with respect to S.
The connection between locations and roots in the second half of the transition sequence follows
inductively from the second sub-derivation.

Case C-IFFALSE: As for C-IFTRUE. [

The final cases of this proof (those for if expressions) provide a more concrete motivation for
the edges added to heap graphs corresponding to those locations that appear in the branch that is
not taken. (These edges were discussed in Section 2.7.) Without these edges, the theorem would
not hold.

3.2 Greedy Scheduling

Given the primitive transitions that are possible in a given step, a greedy semantics will always
use as many of those transitions as possible. Greedy schedulers are an important class of sched-
ulers and have been studied in some detail (e.g., going back to Graham [1966]). In terms of
graphs, greedy schedules visit as many nodes as possible in each step (without violating the
other conditions of a schedule). Greediness can be defined as follows.

Definition (Greedy). A schedule S of a graph g for processors P is greedy if

Vp,q € P.¥ny,ny € nodes(g). (p,n1) <s (q,n2)
= dng € nodes(g). (n3 <4 N2 A ny s ng)
VH{n|n<s nat] =P

I say that a schedule is P-greedy if it is greedy for the processors in P. The definition states
that a schedule is P-greedy if, whenever it visits ny after n; then either there was a sequential
dependency to ny from some node visited simultaneously with n;, or the schedule visited | P| — 1
other nodes simultaneously with n;.

In many cases, scheduling policies can be defined in terms of a total order on the nodes of a
computation graph. Such a policy adheres as closely as possible that order when visiting nodes.

Definition (Order-Based). A schedule S of a graph g for processors P is based on the order
<4 if < is a total order consistent with <, and

Vp,q € P.Vni,ny € nodes(g). (p,n1) <s (g, n2)
= ny <1 ng V Ing € nodes(g). (ng <, na A ny <g ng)
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By consistent, I mean that Vny,ny € nodes(g). n1 <, ng = ny <1 ng. Any total order
that is consistent with < is also a schedule for a single processor. This definition of an order-
based schedule coincides with the definition of a schedule “based on a 1-schedule” as given by
[Blelloch et al., 1999].

For any set of processors P and total order <; on the nodes of a graph g, there is a unique (up
to the assignment of processors) P-greedy schedule based on <;. To prove this, we first show
that each greedy schedule of g based on <; gives rise to greedy schedules of the sub-graphs of g
also based on <.

Lemma 3.5 (Sequential, Greedy, Order-Based Decomposition). If S is a greedy schedule of
g1 P go based on a total order <; then S; = S N nodes(g;) is a greedy schedule for g; based on
<y and Sy = S Nnodes(gs) is a greedy schedule for g, based on <.

Proof. Assume that S is a schedule for processors P. First, take the case of g;. To show that it is
greedy, take any processors in P and nodes such that (p, n;) <s (g, n2) with ny, ny € nodes(g;).
Si is greedy whenever 3ng € nodes(g1). (n3 <4, n2 Ang g, ng) or [{n | n<g, ni}| = |P.
Because S is greedy, either 3ns € nodes(g). (n3 <4 n2 Any <g ng) or [{n | n<g, ni}| = |P).
In either case, such a node n must also appear in g; since if n is visited simultaneously with n;
then n is not in g, (since n; <, n for every node n in gs).

To show that ¢; is based on <, again take any processors and nodes such that (p,n1) <s
(q,n9) with ny,ny € nodes(gy). If S is based on <; then either ny; <; ny or there exists a node
ng such that (ng <, no Any <g ng). In the first case, we have the desired result immediately. In
the second case, it must be that n3 is also in g; since there is no node n € nodes(g>) such that
n '<g No.

The proof for S, and g, follows similarly. When showing that S, is based on <; and there is
some node n3 € nodes(g) such that n3 <, ny A ny <g ng, note that ng ¢ nodes(g;) since it is
visited simultaneously with a node from ¢, and every node in ¢; is a predecessor of every node
in gs. [

When considering graphs formed by parallel composition, we must account for the fact that
processors visiting nodes in one sub-graph cannot simultaneously visit nodes in the other sub-
graph. We say that a schedule S is restricted to processors P, . .., Py if steps(S) = Ny, ..., N
and for all i € [1, k|, the processors used to visit nodes in IV; are a subset of P;. We also refine
the definition of greedy for restricted schedules.

Definition (Restricted Greedy). A schedule S of a graph ¢ restricted to processors Py, ..., P
is greedy if steps(S) = Ny, ..., Ny

Vp,q € P.¥ny,ny € nodes(g). (p,n1) <s (g, na)
= Jng € nodes(g). (n3 <, na A ny <s ng)
Vv (n1 € Nz N |Nl| = |Pz|)

With this definition, we can show that any greedy schedule based on a total order for a graph
defined by parallel composition can be decomposed into greedy schedules of each sub-graph
based on the same order.
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Lemma 3.6 (Parallel, Greedy, Order-Based Decomposition). If S is a greedy schedule of ¢; ® go
based on a total order <, then
e S; = SNnodes(g;) is a greedy schedule of g; based on <; and restricted to processors F; in
step @ where P; is defined as the set of processors p such that there is a node n € nodes(g;)
and visitsg(p, n) in step i, and
* S, = SNnodes(gs) is a greedy schedule of g, based on <; and restricted to processors P!
in step ¢, defined analogously.

Proof. Let n, be the start node and n. the end node of g; ® g,. Consider §; and any two nodes
such that (p,n;) <s, (¢,n2). This is the case when both nq,n, € nodes(g;) and (p,n1) <s
(q,n2). First, we show that S; is based on <;. We know that S is based on < so either n; < ns
or 3ns € nodes(g). (ng <4 N2 A ny <g ng). If ny < ny or (in the second case) ng € nodes(g;)
then we have immediately that S; is based on <;. Assume that n3 & nodes(g;). Then ns is
either ng, n., or in nodes(g,). Since n3 <, ny and ny € nodes(g;), then n3 = n,. This cannot
be the case, however, because n cannot be visited simultaneously with n; as n, <, n1.

We now show that §; is greedy restricted to the processors used by S in g;. Again, we
consider two nodes such that (p,n1) <s, (¢,7m2). Because S is greedy then either In; €
nodes(g). (n3 <4 n2 Any <g ng) or [{n | n <g ny}| = |P|. In the first case, any such ng
must either be ng or in ¢;. It cannot be the case that ng = n; since ng <g ny. If n3 € nodes(g;)
then it satisfies the required condition. In the second case, assume that S; visits nodes N; si-
multaneously with n;. By definition, N; = nodes(g;) N {n | n <s ni}. Let P; be the set of
processors that visit nodes in g; under S and simultaneously with n;. It follows immediately that
[Ni| = |Pil.

Finally, we show that S, is based on <; and greedy. If (p,n1) <s, (¢, n2) then either n; <
n9 or there is a node visited simultaneously with n; that is a predecessor of n,. As above, such a
node must also be in go. Similarly, as S is greedy, for any pair of nodes with (p, n;) <s, (¢, n2),
there must be a predecessor of ns in go that is visited simultaneously with n; or no additional
processors remain. [

With these lemmata, we can now show that every greedy schedule based on a total order <;
is unique up to the assignment of processors.

Theorem 3.4 (Uniqueness of Greedy Schedules Based on <1). If S and S’ are greedy schedules
of g for processors P based on a total order <;, then

Vp,q € P.Vni,ny € nodes(g). (p,n1) <s (g, n2)
=3I, ¢ € P.(p,n) <s (¢,n2)

Proof. By induction on the structure of the graph g.

Case g = [n|: There is only one node in g so since S is a schedule, (p,n;1) <s (g, n2) implies
that n; = ny = n and p = ¢. Likewise for <s/ along with p’ and ¢’. The necessary result is
immediate.

Case g = g, © go: We consider only the case where n; # ny as otherwise the result is trivial. By
Lemma 3.5, there are greedy schedules for g; and g» based on <; and defined as S N nodes(g; )
and S N nodes(gs), respectively. By the induction hypothesis these schedules are unique up to
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the assignment of processors, so we must only consider the case where (p,n1) <s (¢, n2) with
one of {ny,ns} in g; and the other in go. First, it cannot be the case that n, € nodes(g;) and
ny € nodes(go) as in that case ny <, n; and S would not be a valid schedule. Thus we have
ny € nodes(g;) and ny € nodes(go) and we must show that there exist processors p', ¢’ such that
(p',n1) <s (¢',n2). This follows immediately since n; <, ny and S’ is a schedule.

Case g = g1 ® go: We consider only the case where n; # ny as otherwise the result is again
trivial. Let ns and n. be the start and end nodes of g (respectively). By Lemma 3.6, there are
greedy schedules for g; and g, based on <; and defined as S N nodes(g;) and S N nodes(gz),
respectively. By the induction hypothesis, these are unique up to the assignment of processors,
so again we must only consider cases where (p,n1) <s (¢, ns) and n; and ny do not come from
the same sub-graph. The first case is that n; = n, in which case there must exist p’, ¢’ such that
(p',n1) <s (¢, n2) since n, <, ny for all ny. Analogously if ny = n.. Now take the case where
ny € nodes(g1) and ny € nodes(gz). (The case where ny € nodes(g;) and n; € nodes(gs)
is symmetric.) Here, we have n; A, ng and ny £, n;. Assume that it is not the case that
(p',n1) <s (¢',n2), for a contradiction. Equivalently, we assume (¢, n2) <s (p’,n1). Recall
that S’ is based on <;. We have either n; <; ng or ny <; n;. Take the case of n; <; ns
first. There exists a node ns such that ng <, n; and nz3 <s ny. Let N be the set of nodes
{n € g1 | n <>s ns}. Note that | N| < | P| since there is at least one node in g2, namely no, that
is visited simultaneously with n3. Since S N nodes(g;) is identical to S’ N nodes(g;) up to the
assignment of processors, the set of nodes in g; visited by S simultaneously with ng is also V.
However, S does not visit ny simultaneously with n3 since it visits ns no earlier than n;. From
the induction hypothesis, S N nodes(g2) is equivalent to S’ N nodes(gs), but we have shown that
they are not equivalent, a contradiction. Thus, it is the case that (p’,n;) <s (¢’,n2). Finally, if
ny <1 np then we apply a similar argument, but instead select a node ns that S (rather than S’)
visits simultaneously with n.. ]

3.3 Depth-First Scheduling

I now present a deterministic semantics that implements a particular scheduling policy. This
policy performs a depth-first traversal of the computation graph. Depth-first scheduling [Blelloch
etal., 1999, Narlikar and Blelloch, 1999] has been shown to be an effective method of scheduling
parallel programs, especially with respect to memory use overhead. In this section, I present
an implementation of a parallel language that uses a depth-first scheduling policy but does so
abstractly, without representing state as queues, pointers, or other extra-lingual data structures.
Instead, it will use the structure of a transition derivation to enforce a scheduling policy.

The depth-first semantics will be our first example of a greedy semantics. The semantics de-
scribed in this section implements a left-fo-right depth-first traversal of the computation graph.
More precisely, a depth-first schedule is a greedy schedule based the total order <, given by
the sequential schedule. The depth-first schedule might be considered to be “as sequential as
possible” since it only goes ahead of the sequential schedule when it is constrained by the de-
pendencies in g. Note that the sequential schedule for a graph g is trivially a depth-first schedule
and is the only one-processor depth-first schedule.

As a depth-first schedule is a greedy schedule based on a total order, the lemmata in the
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previous section yield the following corollaries.

Corollary 3.1 (Sequential Depth-First Decomposition). If S is a depth-first schedule of ¢g; & g-
then S; = S Nnodes(g; ) is a depth-first schedule for g; and So = S Nnodes(gs) is a depth-first
schedule for gs.

Corollary 3.2 (Parallel Depth-First Decomposition). If S is a depth-first schedule of g; ® g5 then
* S; = S Nnodes(gy) is a depth-first schedule of ¢, and
e S = S Nnodes(gy) is a depth-first schedule of g, restricted to processors P; in step i
where P; is defined as the set of processors p such that there is a node n € nodes(gs) and
visitss(p, n) in step 1.

I state the above corollary in a way that is specific to depth-first schedules: when considering
a parallel composition, the schedule for the left sub-graph is also a (unrestricted) depth-first
schedule.

Corollary 3.3 (Uniqueness of Depth-First Schedules). If S and &’ are depth-first schedules of ¢
for processors P, then

Vp,q € P.Vni,ny € nodes(g). (p,n1) <s (g, n2)
= ', ¢ € P.(p,n) <s (¢, n2)

3.3.1 Semantics

Unlike the non-deterministic semantics, the semantics given in this section constrains the num-
ber of parallel transitions that may be taken in each step. This is meant to model executions
on a hardware platform with a fixed number of processors or processor cores. The depth-first
semantics is implemented using the following judgment,

df
Pier— P ¢

which is read with processors P available, expression e steps to €' with processors P’ remaining
unused. In this judgment, P is a set of processors and as such represents resources that are to be
or have been consumed. The (set) difference between P’ and P tells us how many processors are
used in a given transition. Though I will write this set of processors as a list, the order in which
processors appears in that list has no significance. I write € for the empty set of processors.

Like the non-deterministic semantics, the depth-first semantics relies on the primitive transi-
tions to expand the constructs found in the source language into let expressions. The inference
rules shown in Figure 3.6 define when primitive transitions can be applied and how let expres-
sions are evaluated.

It is easiest to understand the rules defining depth-first semantics by starting with the final
rule shown in the figure, DF-BRANCH. This rule states that, when evaluating a parallel declara-
tion, any computation resources should first be used to evaluate the left-hand expression. If any
resources remain, they should be used to evaluate the right-hand expression. This is made ex-
plicit by threading P’ from one sub-derivation to the other: it appears as a result of the judgment
on the left and as an input to the judgment on the right.
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Figure 3.6 Depth-First Parallel Transition Semantics. When combined with the primitive transi-
tions, these rules define an implementation based on a depth-first scheduling policy.

df
P;er— P e

P+#e e — ¢
DF-VAL —— DF-NONE DF-PRIM
df df df /
P,v+— P;v €er—e€e P,p;e— P;e
df
P;d— P d
DF-LET

Piletdiners P:letd ine

P:ds P
Py Plie Pidy v Phid, Plhdy v P d,
o DF-LEAF o DF-BRANCH
Pix=er— Pix=¢ P;dy and dy — P";d} and d,

The rules DF-VAL and DF-NONE allow a transition to skip over a sub-expression, in the case
of DF-VAL, because the sub-expression is already a value, and in case of DF-NONE because no
computational resources remain. Note that DF-VAL can only be applied if at least one processor
is available.

Primitive transitions are embedded using DF-PRIM, but unlike the non-deterministic seman-
tics, this rule cannot be applied to any expression to which a primitive transition can be taken.
Instead, the depth-first semantics must “pay” for any primitive transitions by decrementing the
remaining number of processors available. This limits the number of primitive transitions that
can occur in any parallel step.

Finally, DF-LET and DF-LEAF allow transitions on the single declaration or expression (re-
spectively) appearing in an expression or declaration (respectively).

The depth-first semantics uses a “top-level” judgment, defined by the single inference rule
shown here.

Pie s ple
This judgment defines a P-depth-first semantics, or a depth-first semantics that uses at most the
processors in P. Note that P’ is unconstrained in the premise, allowing an arbitrary number of
processors to remain unused. When comparing the depth-first semantics with the other semantics
used in this thesis, I will always use this top-level judgment.

3.3.2 Determinacy

Unlike the non-deterministic semantics, there is at most one depth-first transition that can be
applied to any expression. Thus the depth-first semantics defines an algorithm for evaluating
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expressions.

Theorem 3.5 (Determinacy of DF Evaluation). If P;e AL pr ;¢ and P;e A pr ;e then P’ =
P" and ¢’ = ¢”. Similarly, if P;d 2 P';d" and P;d 2 P";d"then P" = P"and d' = d".

Proof. By induction on the first derivation. The proof relies on the following two facts: first,
because of the constraints on P at most one of DF-VAL and DF-NONE can be applied; and
second, in no instance can both DF-LET and DF-PRIM be applied. [

Given this fact, we can consider for any expression e the unique result of a depth-first transi-
tion.

3.3.3 Progress

Unlike the non-deterministic semantics, which might repeatedly apply the ND-IDLE rule ad in-
finitum, the depth-first semantics will always apply a primitive transition when such an appli-
cation is possible. Though the property used below is a non-standard definition of “progress,”
a more traditional form of progress as part of type safety could also be proved. The property
below might better be called “irreflexivity” except that the judgment is reflexive in the case that
the expression is a value or there are no processors.

Theorem 3.6. If ;e R P’;etheneisavalueor P= P =e.

Proof. By induction on the derivation of P;e 2 pr ;e.
Case DF-VAL: In this case, e is a value.
Case DF-NONE: In this case, P = P/ = .
Case DF-PRIM: Here an inspection of inference rules in Figure 3.2 shows that the primitive
transition relation is irreflexive. Each expression steps from a non-value to a value, expands an
expression by wrapping it in one or more let expressions, or transitions to a sub-expression. In
the case of function application (P-APPBETA), note that an underlined expression steps to an
expression that is not underlined.

The remaining cases (DF-LET, DF-LEAF, DF-BRANCH) follow immediately from the induc-
tion hypothesis. [

It should be noted that our language includes non-terminating terms, so there are infinite
sequences of transitions in the depth-first semantics. However, there is no expression which has
both infinite and finite sequences of transitions.

3.3.4 Soundness

The soundness and completeness results in this section serve to verify that there is at least one
implementation adhering to the specification given by the cost semantics and, furthermore, that
the cost semantics provides a accurate mechanism for reasoning about such implementations. As
such, these results do not provide an significant insights but rather verify our intuitions about the
depth-first semantics.
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To prove soundness, I show that the depth-first semantics implements a (unspecified) schedul-
ing policy. In the proof, I leverage the non-deterministic semantics. Since the non-deterministic
semantics has been shown to be sound, we must simply show that the behavior of depth-first
semantics always lies within the behavior of the non-deterministic semantics. This is proved in
the following theorem.

Theorem 3.7. If ¢ =5 ¢ then e % ¢,

Proof. This theorem is proved by showing that each rule in the depth-first semantics is a con-
strained form of a rule in the non-deterministic semantics: whenever a depth-first rule is applied,
a non-deterministic rule could also have been applied to yield the same result. The proof pro-
ceeds by induction on the derivation of the depth-first transition, in each step first applying the
induction hypothesis (where applicable) and then one of rules from the table below.

When the original derivation used. .. \ ...now use the following instead:
P +#e
DE-VAL ND-IDLE
df nd
P;vv+— P;v e—e
DE-NONE ——— ND-IDLE
€ e— €€ er—e
e — ¢ e — ¢
n DF-PRIM ———— ND-PRIM
Pp;el—>P'e' er— ¢
Pidvs Pd ds @
DE-LET — ND-LET
P;Ietdine»—»P’-Ietd’ine letdine—letd ine
Pe R P:e e L, ¢f
DF-LEAF — ND-LEAF
P'x:e»—>P"x:e’ r=er— 1z =2¢
Pidi S Phd, Plhidy S PYidl S d d S dl
T DE-BRANCH — ND-BRANCH
P;d; and dy — P";d} and d, d; and dy — d} and d, O

Theorem 3.8 (DF Soundness). For any closed expression e, if e % 4 then there exist some g
and h such that "e ' |} v; g; h

Proof. This follows from the previous theorem and the soundness of the non-deterministic se-
mantics (Theorem 3.2). [l

3.3.5 Completeness

In this section, I show that for each depth-first schedule, there is a sequence of transitions in the
depth-first semantics. For source expressions (those expressions written by programmers), this
can be stated simply as in the following theorem.
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Theorem 3.9 (DF Completeness). For any source expression e, if e || v;g;h and S is a depth-
first schedule of g for processors P, then there exists a sequence of expressions ey, . .., e such
that

® ¢p =ceand e, = v,

o Viec[0,k). e L e, and

o Vi € [0, k]. locs(e;) = rootsy,, (IV;)
where Ng = () and Ny, ..., N}, = steps(S).

As in the case of the non-deterministic semantics, this theorem must be generalized to account
for partially evaluated expressions (i.e., those that contain locations). In addition, it must also
be generalized over schedules which use different sets of processors at each step. This allows a
schedule over processors P to be split into two schedules that, when run in parallel, each use only
a portion of the P processors in a given step. The proof depends on the fact that any depth-first
schedule can be split in this fashion, and moreover, that it can be split so that the left-hand side
is allocated all the processors that it could possibly use. The theorem above follows immediately
from this lemma by lifting these restrictions.

Lemma 3.7 (DF Completeness, Strengthened). For any expression e, if e |} v;g;h and S is a
depth-first schedule of g restricted to processors P, C P at each step ¢ € [0, k), then there exists
a sequence of expressions ey, . . . , e; such that

® ¢g=cand e, =0,

e Vic[0,k). Piise; B P/, Gt 2 and

e Vi € [0, k| locs(e;) = rootshﬂ,(Ni Nlocs(e))
where Ny = () and Ny, ..., N), = steps(S) and P! is unconstrained.

Proof. The proof follows largely as the analogous proof for the non-deterministic semantics. We
shall focus on the cases in that proof that used either the ND-IDLE or ND-BRANCH rules as these
rules capture the substantial differences between the two semantics.

Case C-VAL: In this case ¢ = v so locs(e) = loc(v). There is only one node in g, there
is only one schedule, depth-first or otherwise. That schedule has a single step N; = {n} and
P, pe L P/, v by DF-VAL.

By Lemma 2.1, rootsy, , (]/\Z Uloc(v)) = loc(v). Because the roots of a set of locations always
include the location of the resulting value and because n is chosen to be fresh rootsh,v(]/\f\l U
loc(v)) = loc(v) as well.

Case C-FORK: Here eis {e, e} and g = g; ® go @ [n]. We first construct a sequence of expres-
sions related by the depth-first semantics. Define e; to be let z; = e* and x5 = e in (z1,25).
We have e transitions to e; by DF-PRIM and P-FORK using a single processor.

We have sub-derivations e” || vi;¢1;hy and ef* || vy; go; ho. If we restrict S to the nodes

of g; and gy, we obtain schedules S* and S* for these sub- graphs By Corollary 3.2, these

are both greedy, depth-first schedules Inductlvely, we have that el =25k V1 using processors

Py, ..., P, as well as P\ P;; el LR P/;ell | fori € [1, ko). Let K = max(ky, k2) and define two
new sequences of expressions of length k" and indexed by [1, &’ + 1] as follows. Define each e
for i € [1, k1| from the expressions given in the sequence derived inductively. If k; < £’ then
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define the remaining el as v;. For the first k;, we will use the transitions given inductively except
that we will replace the initial set of processors P with the set that is actually used. That is, if we

have P;el A Pl , then let P, = P\ P/. For the final k£’ — k; transitions, we use DF-VAL.

19 Vi
For the right-hand side, we define a sequence of expressions using the unused processors from
the left-hand side P{,..., P/ as a guide. Define ef as e®. If P/ is empty then define e, as

el with transition DE-NONE. If P! is non-empty, then use the expression and transition given
inductively.

Foreach i € [2, k’+1], define e; using these sequences as let z; = el and 2, = e in (21,7)
as in the proof for the non-deterministic semantics. We use the transitions above and apply rules
DF-LET, DF-BRANCH, and DF-LEAF to the let expression at each step. Let e;/ 5 be (v1,v2) and
note that e,/ transitions to ey o by P-JOIN and DF-PRIM. Let k& = &k’ + 3 and define ¢, as
(v, v2)". Tt follows that e/ o LN by rules P-PAIRALLOC and DF-PRIM.

Finally, we must show that the locations of each expression in this sequence match the roots
of each step of the schedule. This follows as in the case of the non-deterministic semantics, using
Lemma 2.1 initially and then the inductive results for each sub-expression. [

3.3.6 Greedy Semantics

The notion of greediness defined above can also be captured precisely using an implementation
semantics. As an alternative to the DF-BRANCH rule, we might consider the following rule.

Pi;dy — P d, Py;dy = Py;dy
Pl,PQ;dl and d2|—>P1,, 2/,d/1 and dlz

While more constrained than the non-deterministic rule ND-BRANCH above, it allows transitions
to occur in either the left or the right branch so long as no more than | P| primitive transitions are
taken in parallel. This rule, taken together with the other depth-first rules in Figure 3.6, describes
all implementations that are greedy. Like the depth-first semantics, the greedy semantics “pays”
one processor each time a primitive transition is applied. Also like the depth-first semantics, the
greedy semantics is only reflexive for values and when no processors remain: it does not include
an idle rule as in the more general non-deterministic semantics.

A semantics such as the depth-first semantics can then be shown to be greedy using a sound-
ness proof similar to that shown in Section 3.3.4 above.

3.4 Breadth-First Scheduling

While the depth-first semantics evaluates sub-expressions in the program according to a depth-
first traversal of the corresponding nodes, we can also define a semantics corresponding to the
breadth-first traversal of these nodes. A breadth-first schedule is sometimes called a round-robin
schedule: if we view each serial chain of nodes in a graph as a thread, then the breadth-first
schedule equally divides processors among the threads, scheduling each thread for one unit of
time. To define breadth-first schedules, we must first define the depth of a node in a graph.
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Figure 3.7 Syntax Extensions for Breadth-First Semantics. Cursors , and stops V are used to
maintain the state of the breadth-first scheduler.

(expressions) e == ... |e|en]|Vel|eY

Definition (Depth). The depth of a node 7 in g is the length of the shortest path from the start
node of g to n.

I'will write depth(n) (or simply depth(n) where the graph is evident from context) to denote
the depth of a node. The breadth-first order is a total order on the nodes of a graph ¢ that first
compares nodes based on their depth and then, for nodes of equal depth, using the sequential
order <.

Definition (Breadth-First Order). The breadth-first order is the total order <y of the nodes of g
defined for all nodes 71, ny € nodes(g) as

ny <pf e iff depth(n;) < depth(ny) V (depth(n;) = depth(ng) A ny <, n2)

A breadth-first schedule is a greedy schedule based on the total order <,;. As such, a
breadth-first schedule will visit all the nodes at a given depth before proceeding to nodes at a
greater depth. As in the case of depth-first schedules, the following corollaries follow immedi-
ately from Lemmata 3.5 and 3.6 and Theorem 3.4.

Corollary 3.4 (Sequential Breadth-First Decomposition). If S is a breadth-first schedule of g; &
g2 then &) = S N nodes(g;) is a breadth-first schedule for g; and S, = S N nodes(gs) is a
breadth-first schedule for gs.

Corollary 3.5 (Parallel Breadth-First Decomposition). If S is a breadth-first schedule of g; ® g
then
* S, = S Nnodes(g;) is a breadth-first schedule of g; restricted to processors P; in step i
where P, is defined as the set of processors p such that there is a node n € nodes(g;) and
visitss(p, n) in step i, and
* S, = SNnodes(gq) is a breadth-first schedule of go and restricted to processors P/ in step
1, defined analogously.

Corollary 3.6 (Uniqueness of Breadth-First Schedules). If S and S’ are breadth-first schedules
of g for processors P, then

Vp,q € P.¥ny,ny € nodes(g). (p,n1) <s (q,n2)
=3I, ¢ € P.(p/,n1) <s (¢, m2)

3.4.1 Semantics

The semantics implementing a breadth-first schedule is more complex than that implementing
a depth-first schedule because the breadth-first semantics must maintain some state between
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parallel steps. While the depth-first semantics always starts with the left-most sub-expression,
the breadth-first semantics picks up where it left off on the previous step. The structure of an
expression does not encode any analogue of depth in the computation graph, so instead we will
use a cursor , to separate two sub-expressions that occur at the same depth in the syntax tree
but correspond to nodes of different depth in the computation graph. This cursor will move
throughout an expression during a parallel step.

The semantics must also keep track of any sub-expressions that have undergone transitions in
the current step so as to avoid violating any sequential dependencies: if we have an edge (n1, ng)
in g then the schedule cannot visit both 7, and n, in the same step. A stop ¥ will be used to mark
the first sub-expression to take a transition in the current step and to prevent that sub-expression
from taking any further transitions.

The cursor and stop are implemented as extensions of the language syntax as shown in Fig-
ure 3.7. Like other extensions of the syntax in this chapter, these extensions are never written
by programmers and only appear in expressions that have been partially evaluated using the
transition semantics described below.

Figure 3.8 shows the breadth-first equivalences and transition semantics. As the cursor marks
a position between two sub-expressions, these equivalences are used to describe different ways
of writing an expression with the cursor in equivalent positions. The equivalences ="' are defined
as the least symmetric, commutative, transitive relations satisfying the axioms in the figure. For
example, given a declaration d; and ds, if the cursor is currently positioned after d; then it can
also be thought of as appearing just before ds. This is implemented through the following axiom:

dl/\ and dg =bf d1 and /\dg

The other important feature of these equivalences is the absence of the stop V. This ensures that
the cursor can never move over the stop. Thus, the stop is exactly what its name implies: a
mechanism to block the movement of the cursor.

Now consider the transition rules that appear in the figure. The rule BF-NONE is identical
to that found in the depth-first semantics: if no available processors remain in the current step
then no more transitions are performed. The rule BF-PRIM includes primitive transitions and,
like its counterpart in the depth-first semantics, consumes a processor. It also adds the additional
constraint that the cursor must appear at the beginning of the expression. After the transition,
the cursor is moved forward to mark the position after the expression. BF-EQUIV applies an
equivalence before taking a transition. The next three rules, BF-LET, BF-STOPBEFORE, and
BF-STOPAFTER, take a single transition on the only sub-declaration or sub-expression. The final
rule for expressions, BF-NOCURSOR is applied in case of expressions that are not prefixed by
the cursor and none of the other rules apply.

The transition rules for declarations are similar to those in the depth-first semantics: avail-
able processors are first passed to the left side of a parallel declaration, and any remaining ones
are then passed to the right side. In addition, the breadth-first equivalence is applied between
transitions of these two branches (to allow the cursor to move from one branch to the other).

The breadth-first semantics also makes use of a top-level judgment e L, ¢/ that describes
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Figure 3.8 Breadth-First Parallel Equivalences and Transition Semantics. These rules define an
implementation of a breadth-first scheduling policy.

e =P ¢/

Aetdine="let \dine
r=e="1r = e z=ep="

dl/\ and dg =bf d1 and /\dg
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Figure 3.9 Manipulating Cursors and Stops. The functions defined in this figure add and remove
cursors and stops to programs as required by the breadth-first transition semantics.

[re]™ = Yre [e]~ =
[eA]® = e¥a [eV]- = e
[e]© = ...(congruently otherwise) [e]- = ...(congruently otherwise)

erase(ne) = erase(e)
erase(en) = erase(e)
erase(Ye) = erase(e)
erase(e’) = erase(e)
erase(e) = ... (congruently otherwise)

breadth-first schedules with P processors. This judgment is defined by the following two rules.

P; [[e]]+ & Pl; ¢ ¢ ?_ébf 6”/\

- BF-NOWRAP
P-bf m—
e — [€]
bf bf
P; [[6]]+ N Pl; 6/ 6/ Ebf 6”/\ Pl; /\6” RN P”; 6/// S WRAP
P-bf "y — )
e — [€"]

Ignoring the brackets for the moment, the first rule BF-NOWRAP states that the top-level
semantics is defined by starting with P processors and finishing with an arbitrary P’ processors
remaining. This rule can only be applied if the result is not equivalent to an expression with the
cursor at the very end. Otherwise, the second rule BF-WRAP must be applied. This rule shifts the
cursor back to the beginning of the expression and continues with any remaining processors. This
corresponds to the case when the breadth-first traversal of the computation graph progresses from
nodes at a given depth to those found at the next level of depth. At the same time, this traversal
wraps around from the right side of the graph back to the left.

The brackets represent two functions that add [—]* and remove [—]~ the stop as defined in
Figure 3.9. Only two cases of each function are interesting, and in the remaining cases, the given
function is applied to every sub-expression and sub-declaration congruently. For example, stops
are added to pairs based on the following equation,

[[(elae2)]]+ = ([[61]]+’[[€2]]+)

The first function [—] " adds the stop by walking over the input expression until the cursor is
found. The stop is then added immediately before the cursor. The second function [—]~ removes
the stop from the given expression.

The top-level semantics serves three purposes in the breadth-first case: to refresh the number
of processors available at each step (as in the depth-first semantics), to allow the cursor to wrap
around at the top level, and to update the position of the stop.
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3.4.2 Soundness

As in the case of the depth-first semantics, I show that the breadth-first semantics implements
a scheduling policy by showing that its behavior is contained within the behavior of the non-
deterministic semantics. The proof has two parts: first I show any individual transition is a
constrained form of a non-deterministic transition; I then do the same for any top-level breadth-
first transition.

As I have added additional state to the breadth-first expressions (in the form of the cursor
and stop), I define an erasure function that removes these additional syntactic forms (as shown
in Figure 3.9).

bf . . d
Lemma 3.8. If P;e —— P’; ¢’ then there exists an expression ¢” such that erase(e) —— ¢” and
" = erase(¢e’).

Proof. The proof proceeds by induction on the derivation of the breadth-first transition. For the
rules BF-STOPBEFORE and BF-STOPAFTER, the result follows from the induction hypothesis.
It is easy to show that if e ="' ¢’ then erase(e) = erase(e’) by induction on the structure of
expressions. The case for BF-EQUIV follows immediately. The remaining rules follow from the
following table.

When the original derivation used. .. ‘ ...now use the following instead:
- BF-NONE —— ND-IDLE
€;er— € e er— e
bf !
e e e ...
allll o 7 BF-NOCURSOR - ND-IDLE
P;e— P;e e—e
e —¢ e — ¢
= BF-PRIM S ND-PRIM
Pp;Ae»—>P'e'A er—s e
Pids Pid 4L
BF-LET — ND-LET
P;Ietdinen—>P’-Ietd’ine letdine—letd ine
P;e N P:e e, ¢
BF-LEAF - ND-LEAF
P'x:er——>P"a::e' r=er—z=c¢
/. q/
Pd1|—>fP d dll—>d/ dgl—>d/
d} and d, =" d/ and d, — ND-BRANCH
P/ d2 P// d/ d1 and dg — dll and d’z L]
BF-BRANCH
P;d, and d, o P";dy and d,

P-bf . . d
Lemma 3.9. If ¢ — ¢’ then there exists an expression ¢” such that erase(e) — e” and
¢ = erase(¢€’).

Proof. 1f the breadth-first transition was derived with the BF-NOWRAP rule, the result follows
immediately from the lemma above. If the BF-WRAP rule applies, the two sub-derivations of

o . o d
the rule may be combined into a single derivation of erase(e) —— ¢”. In that case, let D;
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Figure 3.10 Syntax Extensions for Work-Stealing Semantics. Boxed expressions are used as an
abstract representation of work-stealing task queues. In effect, a single processor takes responsi-
bility for evaluating all sub-expressions within a box.

(expressions) e = ... |[e]
(declarations) d == ... \

and D, be the two sub-derivations of BF-WRAP. Take D; and replace all occurrences of BF-
NOCURSOR with the non-deterministic rule corresponding to breadth-first rule used in the same
sub-expression from D,. This will be either BF-NONE, BF-PRIM, or BF-EQUIV. Note that this
sub-expression must appear in D, since in remains unchanged in the derivation D;. In fact,
every sub-expression that appears before the stop will remain unchanged in D; and every sub-
expression that appears after the stop will remain unchanged in D,. Thus we are able to stitch
together these two derivations at the position of the stop. ]

Theorem 3.10 (BF Soundness). For any closed expression e, if e % 1 then there exists some
g and h such thate |} v; g; h

Proof. This follows from the previous theorem and the soundness of the non-deterministic se-
mantics (Theorem 3.2). ]

3.5 Work-Stealing Scheduling

I can also use my framework to describe implementations related to work-stealing schedul-
ing policies [Burton and Sleep, 1981, Blumofe and Leiserson, 1999]. Intuitively, work stealing
places the burden of scheduling on those processors that have no work to do, allowing occupied
processors to continue useful computation. Typically, work-stealing algorithms are presenting
by describing the data structures used to maintain queues of waiting jobs (i.e. unevaluated sub-
expressions). In this presentation, I use the syntax of the expression itself as the structure by
which these queues are maintained. I extend the original syntax once again, marking particular
sub-expressions or sub-declarations with a box.

My approach abstracts away from the details of how work is communicated and focuses
only on the order in which tasks are evaluated. Because “stealing” is often used to describe the
communication of work itself, my semantics might be better described using another phrase often
applied to work-stealing schedulers due to Mohr et al. [1990]: “breadth-first until saturation,
then depth-first.” This level of abstraction will be sufficient, as in previous sections, to model
how memory is used by lower-level implementations, including those that use explicit stealing
to communicate and balance load among processors.

Boxed expressions and declarations (Figure 3.10) mark parts of an expression that are cur-
rently undergoing evaluation. An expression running on a P-way multi-processor will contain
P boxed sub-expressions. In some sense, a boxed expression is owned by a particular processor,
and this processor takes responsibility for evaluating all sub-expressions. When work is stolen,
an expression is unboxed, and two of its sub-expressions are boxed. Thus, the work queues used
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Figure 3.11 Work-Stealing Parallel Equivalences and Transition Semantics. These rules, taken
together the DF implementation, define the parallel execution of an expression using a work-
stealing scheduler where each processor uses a DF policy. The DF policy may be replaced with
other per-processor policies by amending the WS-EXPBOX and WS-DECLBOX rules.

=" let[d]in e

r=e|]="x=]¢] EwsanddQ zwsdland

d df-ws d/ e 1-df e/
‘ WS-LET — Ws-VAL — ws-
T arw - s-L o S-VA i WS-ExPBOX
letdine ™ letd in e v g [e] s
d df-ws d/
df-w. df-w. df-ws
e r— ¢ dy ¥ d, dy F 255 )
—— - WS-LEAF pTE— = WS-BRANCH
r=er——x=e¢ d, and dy — dy and d,
d 1-df d

WS-DECLBOX

in many implementations of work stealing are represented directly in the abstract syntax tree
instead.

My work-stealing semantics is defined in two parts. First, I define a pair of equivalence re-
lations on expressions and declarations that allow work to be stolen. Second, I define transition
rules for parallel execution of expressions and declarations, including the boxed forms introduced
in this section. Figure 3.11 gives the equivalences and transition rules for the work-stealing se-
mantics. This semantics is parametrized by the scheduling policy used by individual processors.
In effect, these transition rules describe a scheduling policy that allows local scheduling deci-
sions to be made by each processor. The rules presented here use a depth-first policy (to reflect
a common implementation choice), but other policies may substituted by changing the premises
of the wS-EXPBOX and WS-DECLBOX rules.

When a processor has no work remaining (i.e., its boxed expression is a value) it must in-
teract with other processors to steal work. In this semantics, the process of communicating is
implemented using a pair of equivalence relations on expressions and declarations. They allow

58



a box to be moved up or down the abstract syntax tree of an expression and declaration. These
relations are defined as the smallest equivalences satisfying the equations in Figure 3.11. For
example, the following sequence of equivalences shows how work can be stolen by an idle pro-
cessor. Here, the processor that initially owns the value declaration ¢ on the right steals work
from the processor on the left by dividing its work in two.

(dy and dy)|and[5] = ((d:|and d») and
=" |((d|and d) and §
=" |({d1]and dp) |and 6
=" ((d;]and|d,]) and 6

A work-stealing execution is then defined by an interleaving of the application of these equiv-
alences and the work-stealing transition rules.

—ws I yo dfws oy
e = € e — e

ws
eE——e€

To start the evaluation of an expression, we must introduce one box for each processor. Since
we cannot break an arbitrary expression into a sufficient number of sub-expressions or sub-
declarations to add a box for each processor, we use a let expression that binds variables to
unit values and places boxes around those unit values (one for each processor after the first). For
example, to evaluate an expression e with two processors, we start with the following expression.

Ietmlzande:inxl

It is straightforward to prove that this is a valid parallel implementation, as stated by the fol-
lowing theorems. As in the case of the breadth-first semantics, I must define a function erase(e)
that yields the expression e with all boxes removed.

: : d
Theorem 3.11. If ¢ ~— ¢’ then there exists an expression ¢’ such that erase(e) +— ¢” and
e = erase(¢€’).

As in previous sections, this theorem is proved by showing that each work-stealing rule is a
constrained form of a non-deterministic rule.

Theorem 3.12 (WS Soundness). For any closed expression e, if e ——* v then there exist some g
and h such thate |} v; g; h

Proof. As above, this follows from the previous theorem and the soundness of the non-deterministic
semantics (Theorem 3.2). O

=Ws

This semantics is non-deterministic in how it applies the equivalences ="*. While implemen-
tations of work stealing typically choose a random processor as the “victim” of each steal, any
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algorithm for selecting such a target can be expressed using this semantics. To make progress,
these equivalences must be applied to yield an expression does not contain any boxed expres-
sions which are themselves boxed. Nested boxes would correspond to a state where a given task
was present on more than one queue simultaneously. To understand why, consider the rules for
evaluating boxed expressions, WS-EXPB0OX and WS-DECLBOX. Each of these rules requires the
boxed expression or declaration to take a step using the depth-first semantics. The depth-first
semantics, however, does not provide any rules for boxed expressions so any doubly boxed ex-
pression will be stuck. In addition, there is no unconstrained reflexive rule in this semantics, such
as ND-IDLE. This implies that every non-value expression must be contained within some box.

As I have yet to give a definition of work-stealing schedules in terms of an ordering on the
nodes of a computation graph, I leave a formal connection between this semantics and such an
ordering as future work.

3.6 Summary

In this chapter, I have shown several implementation semantics for the parallel language studied
in this thesis, including those that implement depth-first and breadth-first scheduling policies.
While none of these semantics describe a practical implementation, they act as a stepping stone
between the cost semantics and more realistic implementations. As a technical device, I have
used a non-deterministic semantics to model all possible parallel executions. This semantics,
despite being non-deterministic in how it takes transitions, is still confluent. I have also shown
how a more constrained, but still non-deterministic, semantics can succinctly describe properties
of a scheduling policy such as greediness.

3.7 Related Work

My implementation semantics bear some relation to previous work on abstract machines (e.g.,
the SECD machine [Landin, 1964], the CEK machine [Felleisen and Friedman, 1986]). Rather
than defining some additional machine state, I have extended the syntax of my language. The
semantics in this chapter are also related to abstract machine models of call-by-need evaluation
(e.g., Sestoft [1997]) where variables are used to track the evaluation of sub-expressions. My
declarations are similar to the stack frames used by Ennals [2004] in his work on hybrid eval-
uation strategies. Unlike work on call-by-need languages, none of my semantics perform any
speculation.

Greiner and Blelloch [1999] give a formal implementation of a parallel language as a parallel
version of the CEK abstract machine. As in my work, their goal is to give a high-level description
of the behavior of a scheduling policy. However, their implementation is specific to a depth-first
policy.
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Chapter 4

Semantic Profiling

Profiling has long been used as a means for improving the performance of programs. In general,
profiling means collecting some data about resource use while a program runs. Resources include
time, memory, cache, and input from or output to the network or persistent storage. In some
cases, these measurements are performed directly: the simplest way to determine how long a
(terminating) program will take to terminate is simply to run it and wait. In other cases, profilers
use sampling to reduce the overhead associated with these measurements (e.g., Arnold and Ryder
[2001]). I refer to these methods collectively as instrumented profiling, since in each case the
program or runtime is instrumented to collect performance measurements.

Though useful, instrumented profiling has some limitations with respect to sequential pro-
grams, and more significant problems with respect to parallel programs.

¢ Instrumented profiling is not portable.

Sequential programs may perform very differently on different computers, for example,
depending on the cache size or the amount of memory available. As discussed in the
introduction, locality provides an abstract of the performance effects of memory caches.

For parallel programs, programmers hope that performance will vary with the number of
processors and processor cores and that programs will run faster with more processors.
However, in some cases performance may degrade as the available parallelism increases:
for example, memory use may increase. It is also important to understand how much faster
programs will run as the number of processors increases. These issues are not addressed
by instrumented profiling, as the program must be run on each hardware configuration (or
at least enough different configurations that trends can be inferred).

¢ The results obtained through instrumented profiling are specific to a given language imple-
mentation.

Programs compiled with different compilers (or even different versions of the same com-
piler) may exhibit very different performance. Many language implementations make use
of just-in-time (JIT) compilers and in these cases, the version of the compiler is determined
not by the programmer, but by the user.

These effects are magnified in the case of parallel programs. As I have discussed, the
choice of scheduling policy can have asymptotic effects on performance. The performance
given by one scheduling policy will, more often than not, indicate very little about the per-
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formance of other scheduling policies. Scheduling policies can also interact with aspects
of the compiler in subtle ways. For example, inlining can change the order in which some
expressions are evaluated and therefore which expressions are evaluated in parallel.

I will address these problems by considering an alternative method of profiling. Semantic pro-
filing is a form a profiling that relies only on the semantics of the source program. While in-
strumented profiling can be viewed as a set of measurements about a program together with a
particular implementation of the language, semantic profiling gives results independently of any
implementation.

To achieve this implementation-independence, the semantic profiler described in this chapter
is based on the cost semantics presented in Chapter 2. Though this method loses some pre-
cision over an instrumented profiler, its results should predict asymptotic resource use for any
compliant implementation of the language. In addition, a semantic profiler can be used to rea-
son about the performance of scheduling policies or hardware configurations even without full
implementations of such policies or access to such hardware.

Like instrumented profiling, semantic profiling gives answers specific to a particular input
and, similarly, only yields results for inputs where the program terminates. For each closed
program, the cost semantics is used to derive a pair of cost graphs. I have implemented my
cost semantics as an interpreter in Standard ML [Milner et al., 1997] using a straightforward
transcription of the inferences rules. These graphs are then interpreted using the techniques
described in this chapter to present the programmer with more concrete measures of performance.
I remind the reader that cost graphs, and therefore the results of the profiler, are not abstract in
the sense of abstract interpretation [Cousot and Cousot, 1977]: they do not approximate the
extensional behavior of programs. Instead, they are abstract in that they do not explicitly account
for many aspects of the language implementation, including the compiler and garbage collector.

Memory Profiling. In this chapter, I will present two techniques for memory profiling using
my cost semantics. Memory profiling has been used to great effect in improving the performance
of sequential call-by-need programs [Runciman and Wakeling, 1993a]. Memory profilers can
either measure the number and sizes of allocated values, or it can measure the total memory
required to represent all necessary values at any given time'. Both forms of memory profiling
can be implemented using a semantic profiler. As modern garbage collection techniques make
short-lived objects relatively cheap, I will focus on the uses of values stored in memory and the
total amount of memory required to store value at any given time.

4.1 Simulation

The first technique that can be used by programmers to profile memory using my cost semantics
is simulation. In this technique, the cost graphs are used together with an implementation of the
scheduling policy to compute the number of reachable values at each step.

ILike a garbage collector, a profiler must use some approximation of the set of necessary values, for example,
one based on reachability.
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As discussed previously, each schedule can be described by a parallel traversal of the compu-
tation graph. To implement different scheduling policies in the profiler, one must simply imple-
ment a function that, given a set of nodes visited in the previous step, determines which should
be visited in the current step. Policies can usually be implemented with a few lines of code. For
example, depth- and breadth-first scheduling policies can be implemented using essentially only
functions from the Standard ML Basis [Gansner and Reppy, 2002] implementation of lists. (The
work-stealing scheduler requires slightly more effort.)

As the profiler is a sequential program, implementing scheduling policies in the profiler
avoids most of the complexity associated with implementing a scheduling policy as part of the
runtime: an online scheduler implemented as part of a language runtime is an example of a con-
current program, since its behavior depends crucially on the interleaving of memory accesses by
the hardware. Such an implementation must carefully use synchronization primitives to guard
any state shared among different processors. While the profiler could easily be implemented as a
parallel program, I leave such an implementation as future work. Note, however, that the exten-
sional semantics of such a implementation would be identical, by definition, to the one I describe
in this chapter. I should further note that my implementation is not a hardware simulator. It is
an abstraction of the actual implementation: it does not account for the precise cost of visiting
each node and it only approximates the interleaving of tasks that would occur in the runtime
implementation. In the simulation, processors move in lock-step as they visit nodes and fully
“synchronize” after each step.

Implementing Scheduling Policies. The depth-first scheduling policy is simulated using a list
to represent the set of ready nodes. (Recall that a node is ready if all its parents have been
visited, but it has not yet been visited.) To simulate a P processor execution, the first | P| nodes
are removed from the list. The profiler must then determine the set of nodes that are enabled in
this step. This is accomplished by mapping a function defined by the edges of the computation
graph across these nodes. The results are then concatenated together and added at the front
of the list of ready nodes. These concatenated nodes must be keep in the same order as the
corresponding nodes that were removed from the ready list to ensure a depth-first traversal of the
graph [Blelloch et al., 1999]. Note that the profiler performs none of the actual computation of
the program. The process of simulating a scheduling policy requires only nodes and edges of the
computation graph. The breadth-first policy uses a similar implementation, but instead of adding
new nodes to the beginning of the list, it adds them at the end.

The work-stealing scheduling requires slightly more effort: it must maintain a separate set
of nodes for each processor. Each set is maintained using a list as in the case of the depth-first
scheduler. If a list becomes empty, the list from which to steal is randomly chosen.

I 'have also implemented a variant of each of these policies that implement the coarser-grained
schedules used by my runtime implementation. That is, the versions described above schedule
at the granularity of individual nodes. Put another way, those versions allow threads to be pre-
empted at arbitrary points in the execution of the program. In my runtime implementation (as
described in Chapter 7), scheduling is performed cooperatively by processors, and thus a thread
will only be interrupted if it makes a call to the scheduling library, for example, to spawn a new
task. In terms of the cost graphs, that means that whenever a processor visiting a node n; enables
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exactly one new node n, then that processor will visit ns in the next step, regardless of what
nodes are enabled by other processors.

Determining Memory Use. Once the profiler has computed the set of nodes visited at a given
step, the amount of memory required at this step can be determined by following the steps out-
lined in Chapter 2. In particular, the profiler uses the set of visited nodes to determine the set of
roots (unvisited nodes that are the sink of a heap edge that leads from an unvisited node). The
total memory use is determined by the set of nodes in the heap graph that are reachable from
these roots. Because the number of nodes visited in each step is small compared to the total
number of nodes in the computation graph, it is more efficient to maintain the set of edges that
cross between unvisited and visited nodes. At each step, the profiler simply adds and removes
edges from that set based on which nodes are visited.

While it is possible to use this technique to show the total memory use as a function of
time since the beginning of program execution (as in Runciman and Wakeling [1993a]), I have
found it more useful to record the maximum amount of memory required at any point during an
execution. I refer to this quantity as the high-water mark of memory use. This quantity may then
be plotted as a function of input size to show trends in memory use.

The profiler is also able to attribute memory use to variables and expressions found in the
source program. To do so, it uses an extended version of the cost semantics that associates a
source expression or other annotation with each node on the heap graph. For example, the node
corresponding to the allocation a (sequential) pair comprised of the values bound to variables X
and y would be annotated with the source expression (X,y). Nodes representing the allocation of
function values are annotated with a list of variables that appear freely in the body of function
(excluding the function argument). These lists are written within square brackets (e.g., [a,b,C]).
For uses of values (e.g., in the applications of array primitives such as append) nodes are anno-
tated with the source code of the application. Note that this means that the annotations of some
nodes may be sub-strings of the annotations of other nodes. For example, there may be a node
with an annotation such as #1 Ir as well as one annotated append (#1 Ir, #2 Ir). While it is pos-
sible that this could lead to very long annotations, this has not been a problem in my experience.
In general, ML programmers tend to name intermediate results (as is good programming prac-
tice), and this limits the length of annotations. In addition, if we only consider the annotations of
nodes at the sources or sinks of root edges (as we do in the subsequent development), there will
be little duplication of source code in the annotations in which we are interested.

These annotations support profiling both the creation of heap values and the uses of those
values. If we are interested in what sort of values are present in the heap, then we look at the
annotations associated with the sinks of heap edges. As noted in Chapter 2, the sink of a heap
edges always represents a value. When showing memory use (or “retainers” in the terminology of
Runciman and R6jemo [1996]), we instead consider the sources of heap edges. These correspond
both to values as well as uses of those values (e.g., function applications, pair projections).

In this chapter, I focus on the uses of heap values (or retainers). Using annotations, my
profiler is able to break down the total memory use by attributing part of this total to each root.
As described previously, the total memory use is proportional to the total number of heap nodes
reachable from the roots. For nodes that are reachable from more than one root, the memory
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Figure 4.1 Matrix Multiplication Memory Use. These plots show the memory required to multi-
ply two matrices using two different scheduling policies (breadth- and depth-first) as determined
by my profiler. Each plot shows as the high-water mark of space use as a function of the number
of rows or columns of the input matrices.
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associated with that node is divided equally among all such roots. For example, if there are six
nodes in the heap graph that are each reachable from three roots, then each root would be charged
two units of memory.

In the examples considered in the section, I have attributed memory to parts of the source
program according to the description given above. For larger programs, a profiler should also
include information about which source file contains the given sub-expression and the position
of the sub-expression within that source file.

4.1.1 Example: Matrix Multiplication

As an example, consider again the implementation of matrix multiplication shown in Figure 2.1.
Figure 4.1 shows some results obtained using the profiler and the process described above. The
two plots show the memory use using breadth-first (left) and depth-first scheduling (right) poli-
cies, both using two processors. In both cases, the input size (the number of rows or columns
of the input matrices) varies between one and 12. On the vertical axis, I show the memory use
high-water mark. The profiler does not account for the differences in the amounts of memory
required to represent booleans, integers, or pairs, but instead assumes that all values can be rep-
resented using the same amount of memory. In addition, it does not account for the any overhead
introduced by the garbage collector (e.g., header words). As such, these plots should only be
used as indicators of asymptotic memory use.

Memory use under the breadth-first scheduler is broken down into five parts. The first part,
“(work queue),” is space associated with the schedulers internal data structures. In the im-
plementation of breadth-first scheduling, this is determined by the length of the list of ready
nodes. The next two components, [b,a] and [m, u], represent the memory used by closures al-
located during the evaluation of the reducei (see Appendix A). The fourth entry is labeled

65



“append (#1 Ir, #2 Ir).” This corresponds to the allocation of the vector built by appending the
two vectors returned from recursive calls to loop. Finally, all remaining memory use not at-
tributed to one of these four entries is grouped together. In the case of depth-first scheduling,
only the final two entries appear. That is, nearly all the memory use at the high-water mark can
be attributed to vectors allocated by append.

From plots such as these, a programmer might look for the sources of performance problems
in the source program. In the case of the depth-first evaluation, memory use increases as the input
gets larger (as expected). Most of the memory use can be attributed to the point in the source
code where the result of evaluation is allocated. In the breadth-first case, the total memory use
is much higher. Moreover, this memory use is attributed to the schedule itself (in the form
of the work queue) and to closures allocated during evaluation. These both indicate that this
schedule policy is perhaps not a good choice for this program: more memory is used in storing the
intermediate state of program evaluation than the values of the program itself. The performance
of this example, especially with respect to the scheduling policy, will be considered in more
detail below.

4.2 Visualization

The challenge of visualization in general is taking large and high-dimensional data sets and
reducing their size and dimensionality so that users can glean some information from their pre-
sentation. This reduction must account for the kinds of conclusions that users wish to draw and
how these conclusions relate to the original data.

In the case of cost graphs, even small programs may result in 10,000s of nodes. We might
analyze these graphs while varying input size, scheduling policy, the time elapsed since the be-
ginning of the execution, or by considering different sub-expressions that occur within a program.
In the previous section, we fixed the scheduling policy and, for each input, picked a particular
point in the execution. This enabled us to easily render memory use for different input sizes and
show which parts of the program led to this memory use. However, those plots are not partic-
ularly useful for understanding how a scheduling policy affects space use. In this section, we
choose to focus on a different set of dimensions. In particular, we will concentrate less on the
effects of input size and instead use visualizations to understand the effects of the scheduling
policy for a particular input.

To visualize the behavior of a scheduling policy, it seems natural to render some form of the
computation and heap graphs: these graphs embody constraints about the order in which nodes
are visited and how memory can be used. Unfortunately, as noted above, these graphs may
easily contain 10,000s nodes. Given the resolution of current displays, this leaves only a handful
of pixels to render each node (as well as the space between nodes) if we were to render the entire
graph. In addition, generic tools used to layout these graphs for display cannot cope with such
large inputs. While it might be possible to use more specialized algorithms to perform graph
layout, this layout has some inherently non-local aspects (e.g., when positioning one of two peer
nodes, a layout algorithm must consider all children of both nodes to ensure adequate space).
Thus it seems necessary to consider rendering graphs which are related, but not identical, to the
original cost graphs. Transforming cost graphs derived from the semantics into something that
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can be rendered on the screen will be discussed in detail below. As above, we shall only consider
the point of execution at which the program reaches its high-water mark of memory use.

4.2.1 Distilling Graphs

Cost graphs, as derived from the cost semantics, are too large to either be rendered efficiently
or understood by programmers. In this section, I will describe a technique called distillation
that mechanically reduces these large graphs. In addition, distillation also associates additional
attributes with nodes and edges in the output graph, including size, color and relative position,
that can be used to convey additional information to the programmer.

As the computation and heap graphs share nodes, I often show one superimposed over the
other. All of the graphs shown in this chapter are mechanically generated from our cost semantics
and an implementation of the following numbered rules. I determined these rules in part through
experimentation, but in a large part upon the principles discussed below.

I am most interested in the parallel structure of program execution. Thus a series of nodes that
describes sequential computation can be rendered as a single node. I use node size to indicate the
amount of sequential computation and node position to indicate computational dependencies.

1. For each node n in the computation graph, if n has out-degree one, n has in-degree one, and
the (sole) predecessor of n also has out-degree one, then coalesce n with its predecessor.
The area of the resulting node is the sum of the area of the two coalesced nodes. Nodes in
the original graph have unit area.

2. Remove edges between coalesced nodes in both the computation and heap graphs. (There
are no self-edges in the result.)

3. Constrain the layout so that the vertical position of nodes respects the partial order deter-
mined by computation edges.

4. Constrain the layout so that the horizontal position of nodes reflects the sequential sched-
ule: nodes that are visited earlier in the sequential schedule should appear further to the
left.

In the output graph, I draw computation edges in a light gray as the structure of the computation
graph can be roughly derived from the layout of the nodes: among vertically aligned nodes, those
closer to the top of the graph must be visited first. Nodes are also drawn so that the sequential
schedule follows a left-to-right traversal. Finally, I also omit arrowheads on edges as they add to
visual clutter. An example of node coalescing is shown here.

distills to
ANNNNS

Due to the structure of the cost graphs, coalescing will never create non-unique edges in the
computation graph (i.e., more than one edge between the same pair of nodes). On the other hand,
it will often be the case that there are several heap edges between the same pair of nodes. We
considered trying to represent these duplicate heap edges, for example, by weighting heap edges
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in the output according to number of duplicates. This, however, ignores any sharing among these
heap edges and may lead to confusing visual results (e.g., a group of heavy edges that represents
a relatively small amount of heap space). For graphs distilled independently of a particular point
in time, duplicate heap edges are removed, and all heap edges are given the same weight.

If we restrict ourselves to a single moment in time, we can overcome the difficulties with
representing sharing and also focus on the behavior of a specific scheduling policy and its effect
on memory use. | use the color of both nodes and heap edges to highlight the behavior of the
scheduling policy at step 7, the moment when memory use reaches it high-water mark.

5. Fill nodes with black if they are visited at or before step ¢, and gray otherwise.

6. Draw heap edges that determine roots at step ¢ in black, red or another visually distinct
color. Draw other heap edges in gray.

We must be careful about which nodes we coalesce, as those heap edges that determine roots
connect only visited and unvisited nodes.

7. Avoid coalescing two nodes if one has been visited at or before step ¢ and the other has
not.

Finally, now that we have restricted ourselves to a single moment in time, we can properly
account for sharing in the heap graph.

8. Weight each heap edge according to its share of the total amount of heap space reachable
from that edge at step .

Thus the total memory use at the high-water mark may be determined from the total weight of
the black heap edges (i.e., those representing the roots). Generally, the above rules mean that the
visual properties of distilled graphs can be interpreted as follows.

The greater the ... | then the more or longer the ...
graph height sequential dependencies
graph width possible parallelism

node size computation

edge thickness memory use

4.2.2 GraphViz

The graphs shown in this chapter are rendered with GraphViz [Gansner and North, 2000] an
open-source suite of tools for visualization graphs.? GraphViz uses a text format called “dot” to
describe graphs. The process described in the previous section showed how to use position, size
and color to reduce the number of nodes in a graph; in this section, I will show how these graphs
are described in a format that can be read by GraphViz.

Figure 4.2 shows portions of the dot file used to describe distilled cost graphs. The dot format
consists of three type of entities: graphs, nodes, and edges. In this work, I will only use a single
graph per dot file, but it is possible to use them to describe sub-graphs as well. Line 2 sets the
spline style to “line:” this instructs GraphViz to draw edges as straight line segments instead of
curved splines. Line 3 defines the ordering of edges and forces all nodes to be laid out so that the

http://www.graphviz.org/
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Figure 4.2 Example dot File. Files such as this one are produced by my profiler and then used
by GraphViz to generate the visualizations shown in the other figures in this chapter.

graph G {
splines=line;
ordering=out;
node [label=**"",shape=diamond];
// Nodes
node [width=0.048,height=0.048fillcolor=black,style="‘filled,setlinewidth(4)’’] 100;
node [width=1.06,height=1.06,fillcolor=gray66,style=*‘filled,setlinewidth(4)’’] 101;

// Computation graph edges
100:s —— 101:n [color=gray66,style="‘‘setlinewidth(4)’’];

// Heap graph edges
101 —— 100 [constraint=false,color=gray66,style="‘setlinewidth(3.4)’’];
102 —— 100 [constraint=false,color=red,style="‘‘setlinewidth(6.5)’’];

left-to-right, depth-first traversal of these nodes corresponds the sequential schedule. The node
specification on line 4 does not define an actual node, but sets defaults for all nodes. In particular,
nodes should be drawn without labels and should be drawn as diamonds.

Lines 7 and 8 define two nodes. In both cases the node size is set using the height and width
parameters, and the style is set so that nodes will be filled and drawn with an outline. The first
node has been visited and is filled black while the second node is an example of an unvisited
node and is therefore filled gray. The node names 100 and 101 are unique numbers generated
during distillation.

An edge of the computation graph is described on line 11. The annotations “:s” and “:n”
indicate that the edge should be drawn from the southernmost (or bottom) point of the first node
to the northernmost (top) point of the second node. Computation edges are drawn in gray. Heap
edges are described on lines 14 and 15. Heap edges are not used in determining the layout of
nodes hence the attribute “constraint=false.” If the graphs are to be drawn to illustrate a specific
step in a schedule, then the color and width of head edges is determined based on whether or not
the given edge is a root at that step.

4.2.3 Example: Matrix Multiplication

Figure 4.3(a) shows the cost graphs for the matrix multiplication example run with inputs of four
rows and columns. On the left side is the computation graph. This graph shows that the parallel
structure of matrix multiplication is very regular and well-balanced. This is expected since each
time we split a densely represented matrix in half, we split the work in half as well. On the
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Figure 4.3 Matrix Multiplication Visualization. These graphs are produced by my profiler given
the implementation of matrix multiplication shown in Chapter 2. The input matrices each have
four rows and columns.

(a) Cost Graphs

(b) Breadth-First, | P| = 2 (c) Work-Stealing, |P| = 2

70



right side, the heap graph is drawn in such a way so that the node layout matches that in the
computation graph. In subsequent examples, these two graphs will be drawn on the same set of
nodes. Note that heap edges need not join two nodes of adjacent depth, while computation edges
will only join nodes whose depth differs by exactly one.> The heap graph shows that most of the
memory use can be attributed up to nodes that appear at the widest part of the graph. Nodes after
this point contribute less to the overall use of memory.

Figure 4.3(b) shows the step of the breadth-first schedule with two processors that reaches the
memory high-water mark. In this part of the figure, the computation and heap graphs are drawn
on the same set of nodes. Note that this step occurs in a breadth-first schedule: every black
node is either at a smaller depth than or, if not, then further to the left of every gray node. Heap
edges whose sources are roots at this step are highlighted. This figure shows that the breadth-first
schedule requires the most memory at the point at which the scheduler has (nearly) explored the
full breadth of the graph.

The step that reaches the high-water mark under a work-stealing schedule with two pro-
cessors is shown in Figure 4.3(c). First, note that this point can be described as “breadth-first
until saturation, then depth-first” as described by Mohr et al. [1990]: the schedule implements a
breadth-first schedule until it reaches a depth with more than two nodes and from that point for-
ward, each processor follows a depth-first traversal of its own sub-graph. At the high-water mark,
each of these processors uses memory in a manner similar to the right-most side of the breadth-
first schedule. This is where the similarity ends, however, since the work-stealing schedule need
not “pay” for partially evaluating all of the O(n?) threads.

These graphs can be used to explain the memory use shown in Figure 4.1. From looking at
these graphs, we can see that the amount of memory required by the breadth-first schedule will
always be proportional to the width of the graph O(n?) regardless of the number of processors.
The amount of memory required by depth-first and work-stealing schedulers, on the other hand,
will only be proportional to the size of the result and the number of processors.

4.2.4 Example: Quickhull

We now consider a second example. The quickhull algorithm is a method for finding a convex
hull for a set of points. Here, we consider an implementation of this algorithm for points in two
dimensions. Like quicksort, this algorithm partitions input and recursively solves each partition
before joining the results. The algorithm begins by finding the two points with the smallest and
largest values for a single coordinate: these two points must lie on the convex hull. It proceeds
by partitioning the input set, in parallel, by dividing the plane in half using the line connecting
the two extreme points. It then recursively processes each half in parallel. The resulting set of
points is simply the union of the sets of points returned from each recursive call.

The cost graphs for this example are shown in Figure 4.4(a). Note that the structure is much
more irregular than that of the matrix multiplication example. Also note the frequent widening
and narrowing of the graph. These narrowing points correspond to synchronizations between the
partition of the input points and the recursive calls.

3If we consider more general forms of parallelism, as for example in Chapter 6, computation edges will not be
restricted in this manner.
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Figure 4.4 Quickhull Visualization.
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Figures 4.4(b) and 4.4(c) show points at which the depth-first and work-stealing scheduling
policies reach their respective memory use high-water marks. Both represent executions with
two processors. Again, nodes are colored to distinguish those nodes that have been visited from
those that have not, and heap edges that point to roots are also highlighted.

In this case, the work-stealing policy performs more poorly than the depth-first policy because
it starts, but does not finish, computing these partitions. At this point in time, the program is
holding onto the entire original set plus half of the resulting partition. The same pattern appears
for each processor. The depth-first scheduling policy does not exhibit this behavior.

I reached these conclusions in part by annotating nodes with the corresponding portion of the
source code and using this information as part of the display of graphs. Unfortunately, I have
found it difficult to present this information using GraphViz because the amount of text that must
be displayed quickly clutters the available space. One possibility for future work is using an
interactive tool for selectively displaying this information.

4.3 Summary

In this chapter, I have shown how a cost semantics can serve as the basis for a profiler. Semantic
profilers yield results that are independent of any implementation of the language. As I shall
discuss in Chapters 7 and 8, this kind of semantic profiling led me to the discovery of a memory
leak caused by a bug in a compiler optimization.

In the case of parallel programs, the profiler must also account for the scheduling policy to
make concrete predictions about program performance including memory use. Fortunately, at
the level of abstraction used by a semantic profiler, implementing scheduling policies is straight-
forward and much less error-prone than doing so in a runtime implementation.

I have shown two ways that cost graphs can be used to present the programmer with a visual
representation of program execution. In the first case, I showed how memory use varies with
input size and the scheduling policy. In the second case, I have shown how the essential properties
of cost graphs can be distilled and rendered using an off-the-shelf graph layout program.

The profiler implementation presented in this chapter is still a prototype and offers many
opportunities for improvement. As a result, the programs I have presented are relatively small.
To support to larger programs, the profiler must be extended to support a broader subset of
Standard ML, including pattern matching and modules. To yield results efficiently, it may be
necessary to “fuse” parts of the implementation of the cost semantics and graph distillation. That
is, rather than generating the entire cost graphs and then distilling them, the profiler could support
larger programs (and larger inputs) by distilling graph nodes as they are generated. I leave this
and other extensions of my semantics profiler to future work.

4.4 Related Work

Profiling tools (e.g., gprof [Graham et al., 2004]) play an integral role in developing programs. To
my knowledge, all widely used profilers are based on the instrumentation of a particular compiler
or runtime system. Hardware simulators offer even more precise results about programs or the
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language implementations (e.g., Chen et al. [2007]), but such results are obviously specific to the
simulated architecture.

In their seminal work on memory profiling for call-by-need functional programs, Runciman
and Wakeling [1993a] demonstrate the use of a profiler to reduce the memory use of a func-
tional program by more than two orders of magnitude. They measure memory use by looking
at live data in the heap, thus their tool is tied to a particular sequential implementation. Sansom
and Peyton Jones [1993, 1995] extend this work with a notion of “cost center” that enables the
programmer to designate how resource use is attributed to different parts of the source program.

Appel et al. [1988] describe a method for profiling for a call-by-value functional language.
They instrument source code at an early stage of the compiler by inserting additional statements
into the program. These statements that cannot be distinguished from ordinary program state-
ments by later compiler phases. This allows the profiler to accurately assign costs to different
parts of the source program, because the semantics of the added instrumentation must also be
preserved by the rest of the compiler. It should be noted, however, that these later compiler
phases may still affect the costs themselves.

There has been work on profiling methods and tools for parallel functional programs [Roe,
1991, Runciman and Wakeling, 1993b, Hammond et al., 1995, Charles and Runciman, 1998].
These works use a combination of instrumentation and simulation to determine whether or not
a program expresses adequate parallelism. Conversely, they also note that too much parallelism
can also lead to poor performance. Thus their goals are to help programmers find an appropri-
ate granularity of parallel tasks rather than understanding how scheduling affects the resource
requirement of an application. None of this work measures how different scheduling policies
affect memory use.

In the course of their profiling work, Hammond and Peyton Jones [1992] considered two
different scheduling policies. While one uses a LIFO strategy and the other FIFO, both use an
evaluation strategy that shares many attributes with a work-stealing policy. These authors found
that for their implementation, the choice of policy did not usually affect the running time of
programs, with the exception in the case where they also throttled the creation of new parallel
threads. In this case, the LIFO scheme gave better results. Except for the size of the thread pool
itself, they did not consider the effect of scheduling policy on memory use.
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Chapter 5

Vector Parallelism

In Chapter 3, I presented several online scheduling policies. These policies use information
that only becomes available when the program is run, including the number of processor cores
and the program input, to assign tasks and balance load. In this chapter, I consider a program
transformation that instead performs part of this assignment during compilation.

While such offline scheduling policies must make scheduling decisions with less information
than online policies, opportunities for parallel execution that can be distinguished at compile time
can be tightly integrated with application code, lowering the computation overhead of schedul-
ing. This becomes especially important as parallel tasks become very small, as in the case of
hardware architectures that support vector parallelism. Here, processors are capable of executing
multiple operations simultaneously, but unlike in the case of multi-core architectures, the kinds of
simultaneous operations are tightly constrained. Single instruction multiple data (SIMD) archi-
tectures can perform a single operation in parallel on many data, for example by simultaneously
computing the element-wise sums of the elements of two vectors. Such operations are the foun-
dation of graphics processors and are also common in a limited form in many general-purpose
processors.

This chapter will examine a program transformation called flattening [Blelloch and Sabot,
1990]. Flattening transforms nested parallelism into the form of data-level parallelism provided
by the architectures described above.! Nested parallelism occurs when a function that is in-
voked in parallel in turn spawns further opportunities for parallel evaluation, for example as in
divide-and-conquer algorithms. Many data-parallel languages prohibit nested parallelism (e.g.,
High Performance Fortran Forum [1993]). As described below, flattening generates data-parallel
versions of user-defined functions by composing primitive vector operations, such as vector ad-
dition. Flattening was originally described by Blelloch and Sabot [1990] and later implemented
as part of the NESL programming language [Blelloch et al., 1994] and Data Parallel Haskell
[Chakravarty and Keller, 2000, Peyton Jones et al., 2008].

The parallelism introduced by parallel pairs (Chapter 2) allows only a single new thread of
parallel evaluation to be spawned at each step. This means that to take advantage of P execution
units, a program execution must have a corresponding computation graph with depth of at least

'In this chapter, I will use the term “nested” in a slightly different, but related, sense. Previously, I used “nested”

in the sense of “well-nested” and as opposed to more general forms of parallelism. In this chapter, I use it in a more
strict sense to mean “well-nested but not flat” since flat parallelism is trivially well-nested.
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2log P. This is a poor match for the SIMD architectures considered in this chapter: whenever
there are P elements of data available, all such elements can be processed in parallel on a SIMD
machine. Instead of pairs, we will consider vectors of elements of arbitrary length. Vectors are
immutable just as the data structures introduced in previous chapters. I shall assume that the
elements of a vector of length n are indexed from 1 to n.

In the sequel, I will reconsider the example of matrix multiplication in light of SIMD ar-
chitectures and then describe the extensions to my language and semantics necessary to express
these sorts of data-parallel programs. I will give an explanation of flattening, and finally, I will
show how the behavior of flattened programs can be described using a form of labeling [Lévy,
1978].

5.1 Example: Matrix Multiplication

As an example, consider the following variation on parallel matrix multiplication. We shall again
assume that both input matrices are the same size and that each is matrix is represented as a vector
of vectors of elements. (To further simplify the presentation, we assume that the one matrix is in
row-major form and the other in column-major.)

fun vv_mult’ u v = sum (map opx (zip (u, v)))
fun mm_mult’ (A, B) = map (fn u = map (vv_mult’ u) B) A

This implementation leverages parallel operations over vectors, including sum, map, and zip, to
provide a much more concise version than that found in Chapter 2. Notice that there are several
levels of nested parallelism: in the definition of mm_mult’ the anonymous function argument to
map itself invokes map with the implementation of the vector dot product, which in turn uses
parallel operations zip? and (again) map.

If we only consider parallelism at the leaves of the call tree, then we might only perform in
parallel those scalar multiplications used to compute a single element of the resulting matrix.
However, given adequate parallelism in the hardware, the scalar multiplications for several result
elements might also be performed in parallel. Unfortunately, it is not obvious how to do so given
the program as expressed above.

The intuition behind flattening is to transform the program so that all of these scalar multipli-
cations are visible at the same time. The flattened form of this implementation can be understood
in its essence through the following four steps. Assume that the input matrices each contain n?
elements represented as vectors of vectors.

1. replicate both input vectors n times as follows:

e for the first input vector A, put all n copies of the first row in sequence, followed by
n copies of the second row, etc.

e for the second input vector B, replicate the rows in order (e.g., so that the second copy
of the first row follows the first copy of the last row)

2. compute a point-wise product of the elements

2zip takes two lists and “zips” them together yielding a single list where each element consists of a pair of
elements, one from each input list.
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3. compute a segmented prefix sum of this vector

4. take the last element of each sub-vector
A prefix sum is a vector operation that, given a vector of £ numbers, computes a vector where
the i element of the result is the sum of the first 7 elements of the input. Such an operation
can be implemented using a divide-and-conquer algorithm in log(k) parallel steps. A segmented
prefix sum is a similar operation but where sums are not accumulated across segment boundaries.
The other operations that appear in these steps (replicating and indexing elements to form new
vectors) can all be computed in a constant number of parallel steps.

As example of these operations computing the result of a matrix multiplication, take the
following two matrices.

A: B:

7
1

13 2
04 5

Represented as vectors of vectors of elements (and recalling that B is column-major), we might

1llustrate them as follows.
A:
B:

1. The first step in the above sequence is to replicate each of the rows/columns in the input
matrices.

[1.3]/1 3]0 4][0 4]

2 5|7 1][2 5][7 1]

Though I have illustrated these matrices as nested vectors, flattening implementations use
a technique called vector segmentation to represent the elements found in these vectors
separately from the structure imposed by this nesting. This will be discussed in more
detail below.

2. We then compute the element-wise scalar products.

12 15|17 3][0 20][0 4]

Note that a processor with 8-way parallel arithmetic can compute these products in a single
step.

3. Next, we compute segmented prefix sums.

12 17][7 10]0 20]|0 4]

4. Finally, we take the last element of each sub-vector.

Weritten in matrix form, we have the desired result.

17 10
20 4
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Figure 5.1 Syntax Extensions For Nested Vector Parallelism.

(expressions) e == ... |{en,...,ex} | c]i

(constants) ¢ == replicate | index | map | concat | length |sub | ...
(integers) 5,k € Z

(values) v o= (o, o) e

The challenge of implementing flattening is to derive such alternative implementations mechan-
ically. This process will be discussed in more detail below.

I have used dense matrix multiplication as an example because it can be presented in a rela-
tively concise form. The real power of flattening, however, is in exposing additional parallelism
in algorithms with less regular structure. For example, when computing the product of two
sparsely represented matrices, some elements of the result may only require summing a small
number of scalar products while others may be the sum of many such products. (In the dense
case, each output element requires the sum of exactly n products.) Flattening implements a form
of load balancing by combining the computation of sparsely populated rows and columns. In
doing so, flattening plays a role similar to that played by online scheduling policies in ensuring
that all processors have adequate work to perform.

5.2 Syntax

A vector expression of length n will be written {ey,...,e,}. To simplify this presentation, I
will only allow such expressions as intermediate forms that appear during evaluation. This is
not a significant restriction because the real expressive power of the extensions described in this
chapter is derived from the fact that the primitives described below introduce an unbounded
amount of parallelism in a single step. In addition, any literal vector of fixed length can be
generated using the other primitives described below. As with pairs, each value representing a
vector carries a location uniquely identifying the memory associated with that value.

To facilitate the process of adding new operations for manipulating vectors to the language, |
extend the syntax of expressions with a new category of constants c. Constants will be primitive
operations implemented as part of the compiler and runtime system. The first constant replicate
takes a pair of arguments and creates a new vector whose length is determined by the first argu-
ment and where each component is given by the second argument. The second constant, index,
takes a single integer argument and generates a vector of the given length where each element
is equal to its own index. The third constant map takes a pair of arguments. Like the familiar
function that applies a function to each element of a list, map takes a function and a vector, and
applies the function to each element in that vector to create a new vector of the same length.
As will be shown in the cost semantics in the next section, replicate, index and map will be
additional sources of parallelism.

The constant concat also acts as a function taking a pair of arguments. In this case, both
arguments must be vectors with elements of the same type; the result of applying concat to such
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Figure 5.2 Graph Operations for Vector Parallelism.

k-ary Parallel Composition

), i

(n;nsU; B UUA(n, i), (0, n') })

n,n’ fresh

a pair is a new vector whose elements are the concatenation of elements of both arguments. The
constants length and sub act as their sequential counterparts, yielding the length of a vector and
the element found at a given index, respectively.

Though many programs may require additional primitive operations on vectors, these will be
sufficient for the purposes of the current exposition. As constants, these new expressions will
also be considered values, and as for unit values, we do not annotate constant values with labels.

Finally, I add integers to the syntax of the language, as these will be necessary to describe
the semantics of constants such as index and length. In the examples used in this chapter, I
shall further assume the addition of floating-point numbers as well as constants that implement
arithmetic operations over both integers and floating-point numbers.

5.3 Semantics

As with other extensions of our language, our first task is to describe the extensional behavior of
vector operations and to define the costs associated with these operations.

To describe vector parallelism using computation graphs, I must the extend the parallel com-
position of graphs as described in Chapter 2, to arbitrary (finite) sets of graphs. Figure 5.2 defines
k-ary parallel composition. As for binary parallel composition, we add two additional nodes to
the graph, one as the start node of the result and one as the end node. The edges of the resulting
graph are determined by the union of the edges of each sub-graph, plus two additional edges for
each sub-graph: one leading from the start node of the resulting graph and one leading to the
end node of that result. Like the graphs resulting from binary composition, this graph states that
nodes in any sub-graph may be visited simultaneously.
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Figure 5.3 Cost Semantics For Vector Parallelism.

e; || replicate; g1; hy ea I (k,0)2; ga; hy n,n;, ¢ fresh
erea (v, 0)%5 01 ® g2 @ [n] © (7)) @ [€]; ha U by U {(n, L), (¢, loc(v))}
——

k times

C-REPLICATE

e1 1 index; g1; hy es I k; go; ho n;, ¢ fresh

7 C-INDEX
eread (..., k)5 91 @ g2 @ (Q,[na]) ® [€]; by U hy

er { map;gi;hr ex | <U7 <Ula . 7Uk>ﬁl>£2;92; he vuv; Uzl'; 92% h; (n,é fresh)

evea b (v, -, 00)501 © 02 @ [n] © (&, 1) © [(];
hy Uha U {(n, £1), (n, €2)} U (U, kU (£, loc(v))))

er b concat; gishy ea U ((vr, .., up), (0, 0 ) )2 gos hy iyl £ fresh

c-MAP;

C-CONCAT

ereg § (v, Vs ) 91 @ g2 © (Q[ni]) © [n] @ [);

ha U by U{(n, (1), (n, £1), (n, €2)} U (U {(¢,1oc(v)) }) U (U A (¢, loc(v;)) })

e1 4} length; g1; hy ex I (v, ... ,'Uk>€;92; ho n fresh

C-LENGTH
erex |} k591 @D ga @ [n];ha Uha U{(n, 0)}
er hsubsgishi e d ((vr,. o k) ko) g2she 1< ks <k  nfresh
C-SUB

e1 e b Viyi g1 @ g2 ® [n]; hy U ho U {(n, 41), (n, £a)}
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Figure 5.4 Primitive Transitions for Vector Parallelism.

(¢ fresh) R
P-REPLICATE
replicate (k,v)"" — (v,...,v)" (£ fresh) b INDEX
—— : 7 P-
ktimes |ndeXk’ — <1,...,k>
/v, _ P-MAP
map (v, (vy,...,v) )2 —letz; =vwvyand ... and z, = v g in {1, ..., 2%}
(¢ fresh)
Gy, A / ;¢ PrCONCAT
concat ((vy,...,ve)", (U, ..., U) 1)2 — (U1, ..o, Uk, U, - oo, Ugr)
1<k <k
7 P-LENGTH 7 7 P-SUB
length (v, ..., v)" — k sub ((vy, ..., vk k) — vy,

5.3.1 Cost Semantics

As the constants added to the language are also values, they can be evaluated using the rule C-
VAL. Figure 5.3 shows the inference rules defining the cost semantics for these constants. As
constants will appear as the left-hand sides of applications, each rule starts with an expression of
the form e; es.

In this presentation, the inference rule C-MAP;, stands for a family of rules, indexed by the
natural number k. In each such rule, ¢ varies between 1 and k. Thus when the length of the vector
argument is 10, there are 12 antecedents to the rule: one for each of e; and e, plus 10 additional
instances for each element of that vector.

In all cases except for map, the depth of the resulting computation graph is constant. In the
case of map, the depth of the computation graph is determined by the maximum depth of any
graph derived from applying the given function to a vector element: all such applications may be
performed in parallel. This is shown through the use of k-ary parallel composition of graphs.

5.3.2 Implementation Semantics

To integrate vector operations into the implementation semantics given in Chapter 3, we must
define the primitive transitions for these operations. Figure 5.4 shows these transitions. Like
P-APPBETA, each of these axioms describes a transition starting from an underlined application
form. In all cases but P-MAP, a new vector is created or a scalar is extracted from a vector, in
either case in a single step.

In the case of P-MAP, a new let expression is used to describe possible parallel evaluation.
A new function application is built for each element of the given vector and these applications
are combined into a single declaration. The associativity of and remains unspecified as all the
implementation semantics described in this thesis behave independently of whatever associativity
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might be chosen. It is only essential that all of these sub-expressions are exposed within the same
let expression and that and is non-commutative.

With these axioms, no further changes are required to support vector parallelism using the
scheduling policies implemented in Chapter 3 (e.g., depth-first, breadth-first scheduling). Again,
factoring the implementation semantics into primitive transitions and scheduling transitions en-
ables us to express how language constructs are computed (including how they express potential
parallelism) from how computational resources are used to tap that potential.

5.4 Flattening

As noted above, the goal of flattening is to avoid some of the overhead of online scheduling
by exposing more parallelism during the compilation process and taking advantage of vector
operations available on the target architecture. In the latter case, it is not feasible to schedule
such parallel operations at runtime efficiently.

Given vectors U and V, the following code (from the example above) computes the element-
wise product of those vectors.

map opx= (zip (u, v))
The flattened version of this code should compute this product using a hardware vector op-
eration (assuming vectors of appropriate length). For every primitive operation on scalars, for

example Opx*, we require a corresponding vector operation VOp=. Thus flattening should replace
every occurrence of map opx* with (vop* 0 unzip). 3

= (vopx 0 unzip) (zip (u, v))
= (vopx (u, Vv))

The addition of unzip is required by the fact that map opx has type (int x int) list — int list, but
vop:x has type int list x int list — int list. Further discussion of the representation of products
is beyond the scope of this thesis. I refer the reader to the references cited below for details.

This transformation is sufficient to take advantage of parallelism at the leaves of the call tree
in the matrix multiplication example, but not across function calls. In that example, there are
two other uses of map where, in each case, the body of function that is mapped might also be
evaluated simultaneously. For example, the above expression appears in a function that is passed
to one such call to map. If we expand the definition of that function and use the flattened form
of the dot product, we have:

map (vv_mult’ u) B = map (fn v = (sum o vopx) (u, v)) B

Flattening is defined in such a way as to also eliminate this use of map. As written by the
programmer, this anonymous function takes a vector and returns a scalar. The flattened version
must take a vector of vectors and return a vector of scalars. Thus, in general, flattening will
replace scalar operations with vector operations, and vector operations will be replaced with
operations over vectors of vectors. Interestingly, only the original expression and this vectorized
form will be necessary.

31 use the SML syntax 0 to denote infix function composition.
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For a more complete description of flattening see Chapter 11 of Blelloch and Sabot [1990],
Chakravarty and Keller [2000], Leshchinskiy et al. [2006], and especially Peyton Jones et al.
[2008]. In the remainder of this section, I will give an overview of flattening and point out some
of its salient features.

Segmented Vectors. A key aspect of flattening is separating the data of nested vectors from
the structure of that nesting. A segmented vector is a nested vector that is represented as a pair
of vectors. The first vector, or data vector, contains the elements of the nested vectors, while
the second vector, or segment descriptor, records the length of each nested vector. The length
of the data vector is equal to the number of values in the original nested vectors. The length of
the segment descriptor is equal to the number of segments, while the sum of the elements of the
segment descriptor is equal to the length of the data vector. As an example, consider a matrix
represented by nested vectors from the beginning of this chapter.

In segmented form, the matrix would be represented as the following pair of (flat) vectors.

data: segment descriptor:

Given this representation, it is easy to see how to implement operations such as element-wise
product on two nested vectors: as long as the segment descriptors are equal, the result is simply
the element-wise product of the data paired together with a segment descriptor.

fun nested_elwise_mult ((u_dat, u_sd), (v_dat, v_sd)) =
if u_sd = v_sd then (vopx (u_dat, v_dat), u_sd)
else (x raise error *)

The key insight is that the nesting structure does not change after an element-wise operation,
thus we can strip off the segment descriptor, apply a primitive vector operation to the data, and
then restore the segment descriptor.

Segment descriptors become more interesting in cases where the nesting structure is less
regular. For example, the nested vector,

18 11][][3][7 2 6 13]

would be represented in segmented form as:

data: ’8 113726 13\ segment descriptor:

By separating information about nesting from the data itself, segmented vectors expose more
opportunities for parallel evaluation, including the use of hardware-supported vector operations
across the nested elements. In general, the segmented representation of vectors gives rise to a
translation of the types of expressions, one case of which is shown below.

F|(r vector) vector] = F|r] vector x int vector

Vectorization. In the process of flattening programs, some functions originally written by the
programmer in the context of a scalar input will be applied to a vector, for example, when such
a function is an argument to map. In general, the compiler cannot determine whether a function
will be invoked with a scalar or a vector argument, and in fact some functions may be invoked
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both in scalar and vector contexts. To account for this, every function in the source code will be
implemented as a pair of functions: one that is called with arguments as described by its original
type and one that is called with vector arguments. The process of transforming each function
into this pair of functions is called vectorization.* Like the segmented representation of vectors,
vectorization also defines a translation of program types.

Vin—mnl = Vn]—=Vr) x (Fln] — Fln)

Continuing with our running example, we consider the vectorization of the expression vv_mult’ u
shown in its expanded form below.

V[(fn v = (sum o vopx) (u, v))] = ...

First, we must describe a pair of functions. The left-hand function is called when vv_mult’ u
is called in a scalar context.’ I have already described this function in the discussion above. In
addition to replacing map applied to a scalar operation with the corresponding vector operation,
we must also project out the proper version of sum since (like all functions) it is implemented
by a pair of functions.

= (fn v : float vector = ((#1 sum) o vop=) (u, v), fn v : float vector vector = .. .)

In the case of the matrix multiplication example, however, vv_mult’ u is applied in a vector
context: it is the function argument to map and so we must also consider the second component
of the pair. We begin this case by noting that the argument Vv is a segmented representation of a
nested vector. Thus, we might write the following type annotation and use a pattern to separately
bind the data of the argument from the segment descriptor.

= (..., fn (v_dat, v_sd) : float vector x int vector = ...)

One problem that is immediately apparent is that the free variable U no longer has the same
type as V. To compute the element-wise product, we must first replicate U so that there are
an adequate number of copies of it. This replication is part of the first step of the informal
description of the flattened version of matrix multiplication from the beginning of this chapter.

= (..., fn (v_dat, v_sd) : float vector x int vector = ... (replicate (length v_sd, u), v_dat))
We can now apply the element-wise product and restore the segment descriptor.
= (..., fn (v.dat, v.sd) = ... (vopx (replicate (length v_sd, u), v_dat), v_sd))

Finally we invoke sum to add all of the elements in each segment. Here, Sum appears in a
vector context, so we must call the right-hand side of the vectorized form of sum.

=(...,fn (v_dat, v.sd) = (#2 sum) (vopx (replicate (length v_sd, u), v_dat), v_sd))

Once we have completely vectorized an expression, implementing applications of map be-
come trivial, including applications to user-defined functions. As in the case of sum, we simply
apply the right-hand side of the vectorized form of the argument.

map (vv_mult’ u) B = map (fn v = (sum o vop=x) (u, v)) B
=#2(fnv=..,fn(vdat,vsd)=...)B

4Blelloch [1990] uses the term “code replication” or “replication” while Chakravarty and Keller [2000] use the
term “vectorization.” I follow Chakravarty and Keller’s terminology. Chakravarty and Keller use “replication” to
refer only to behavior of the replicate function.

3T use “scalar context” to mean the application of a function at a type as it appeared in the original program text.
Note that a function argument may actually have a vector type in either a scalar or vector context.
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Figure 5.5 Syntax for Labeled Expressions.

(labels) a = elayi
(natural numbers) ¢ € N
(expressions) e = | ccce
(values) Vo= | amv

Branch Packing. As in previous chapters, the handling of conditional expressions presents an
interesting case. When vectorizing a conditional expression, the compiler must consider the case
when the program branches not on a single boolean, but a vector of booleans. In that case, some
elements of the vector may be true and others may be false. This implies a form of control paral-
lelism. While we would still like to exploit whatever data parallelism is available in each branch,
we cannot simultaneously perform these operations on both branches. Therefore, we must sep-
arate the data used on one branch from that used on the other. The flattened code will collect
together all the elements from the original array that satisfy the predicate and (separately) those
that do not. Next, it will execute the first branch, exploiting whatever parallelism is available,
followed by the second branch. From the point of view of a flattening compiler, both branches
of the conditional are taken, but different elements are passed to each branch.

We add two additional primitives to the target language, pack and merge, with the following

types.
pack : bool vector x 7 vector — 7 vector
merge : 7 vector x 7 vector x bool vector — 7 vector
The first, pack, takes two vectors of the same length and uses the first vector to select elements
from the second. The result of the application pack (flags, xs) is to collect the elements of xs
that appear at any index 7 such that the i element of flags is true. The length of the result will
be equal to the number of elements in flags that are true.

The other primitive, merge, performs the inverse operation: it takes a two vectors to merge
along with boolean vector that determines the interleaving of the result. The number of elements
in the boolean vector should be equal to the sum of the number of elements in the other two
vectors. The i™ element of the result will come from the first vector if the i element of the
boolean vector is true and from the second vector otherwise.

5.5 Labeling

The flattening transformation is quite sophisticated. As with other examples of scheduling poli-
cies, it is my goal to describe the behavior of the flattening transformation abstractly. In the case
of the online scheduling policies, I showed how an ordering on nodes in the computation graph
is sufficient to describe those policies, and that implementation details including the queues and
other structures used to manage ready tasks can be omitted. In the case of flattening, an ordering
on nodes in the computation graph will not be sufficient: because flattening is a compiler trans-
formation, it is more constrained than an online policy in how it can schedule tasks. For example,
when a function is mapped across an array, we must ensure that any conditional sub-expressions
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Figure 5.6 Labeling Expressions.

—  L-VAR
aFEx~ax

a,1Fe~ ¢
aEfun f(zr) =e~ a:fun f(x)=e

- L-FUuN

a,1E e ~ €] a,2 E ey~ €

L-FORK

aE{er, e} ~ a{el, eh}

— L-CONST
aFEc~ ac

a,1E e ~ ¢} a,2 F ey~ e

L-APP

a E ey eg ~ ai(e] €))

a,1E e ~ ¢} a,2 F ey~ el

L-PAIR

a E (e1,e2) ~ a:(e],eh)

a,1Fe~s¢
aE#ie~ a:(#ie)

L-PRroOJ; L-TRUE

o E true ~ a:true

a,1E e ~ e} a,2 F ey~ el a,3F ez~ ey
L-FALSE - —— ; — L-IF
a E if e; then e, else e ~~ acif €] then €, else ¢

o E false ~~ «:false

of that function are properly sequentialized.

To capture these constraints, I define labeled expressions as shown in Figure 5.5. Labels «
(as well as # and variants) will be defined as sequences of natural numbers. A labeled expression
is written using a colon to separate the label from the expression. Each expression in the source
program is given a label using the following judgment.

aFEe~sé

This judgment is read, assuming the current context is a label o then expression e is rewritten
as labeled expression €'. This judgment rewrites source terms into their labeled counterparts as
shown in Figure 5.6. While these labels initially correspond to the tree address of each node in
the abstract syntax tree, this property will not be maintained by evaluation. Note that each branch
of a conditional expression is labeled starting with a different prefix.

With labeled expressions, we can now succinctly state the following constraint: data parallel
implementations only evaluate expressions in parallel if those expressions have the same label.
Since each label comes from a unique sub-expression of the original term, duplicate labels will
only appear when they are introduced by the evaluation of terms such as map, as discussed
below.

In general, any labeling that assigns a unique label to each sub-expression will be sufficient
to enforce a SIMD-style parallel execution. However, I use sequences of natural numbers as
labels to enable us to capture the effect of the flattening transformation. In particular, I will use
an ordering based on the natural ordering of natural numbers to ensure that proper sequencing of
conditional expressions.
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Figure 5.7 Labeled Primitive Transitions. As for the breadth-first data parallel semantics, this
semantics is a family of relations indexed by label. Most primitive transitions remain unchanged.
The two rules shown in the figure are the exceptions: map replicates its label while application
freshens the labels in the body of the function using label-indexed substitution.

RV . P,-MAP
map (v, (vi,...,v) )2 —, letzy = a:(voy) and ... and z, = a:(v vg) in {zy, ..., 2}

P,-APPBETA

(fx.e) vy —q [(fa.e)/)f vy/x]%

Labeled Substitution and Primitive Transitions. This parallel transition semantics makes
use of an indexed primitive transition relation. In most cases, this index is ignored. The two
exceptions are shown in Figure 5.7. First, when a function is mapped across an array, each
application is given the same label. Second, when a function is applied in an ordinary context,
the index of the relation is used when substituting the argument into the body of the function. The
purpose of this substitution is to specialize the function body to the calling context. In particular,
whenever a value is substituted into a labeled expression, that label of that expression is rewritten

as shown by the following equation (where “,” is overloaded here to mean the concatenation of
sequences).

[v/x]*(B:¢) = (a, B):([v/x]€)

That is, every label that appears inside a function body will be rewritten to include the label of the
call site. The other interesting rule is that for substituting declarations x = a:v. In this case, we
are substituting a value representing an intermediate result. Here, we drop the label associated
with the value.

[z = awvle = [v/z]%

The intuition behind this case is that once we have a value, there is no need to constrain the
transitions that apply to that value, since no further transitions will occur. The remainder of the
label-indexed substitution rules follow from the standard definition of capture-avoiding substitu-
tion and are shown in Figure 5.8.

Breadth-First Labeled Semantics. We now define a transition semantics on labeled expres-
sions that emulates the behavior of the flattened versions of these same expressions, as shown
in Figure 5.9. This semantics is defined as a family of transition relations indexed by labels and
based on the breadth-first semantics from Chapter 3. Each relation in this family will only apply
primitive transitions to expressions with the corresponding label. The rule BF-WAIT is applied
to all other sub-expressions, leaving them unchanged. The remaining rules either ignore labels
or pass them up the derivation tree.

As noted above, I use an order on labels to further constrain the labeled semantics. This
order < is a partial order derived from the standard ordering on natural numbers. Specifically, it
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Figure 5.8 Labeled Substitution.
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Figure 5.9 Breadth-First Labeled Transition Semantics. We describe the behavior of flattened
nested parallelism using a family of transition relations, indexed by labels a. The expressions
here are not flattened, but the behavior of flattened code is emulated by the constrained semantics:
primitive transitions may only be applied if the label of the expression matches the index of the
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is defined by the transitive closure of the following two rules.

ar<ay g iff 1<y
a<18,0 iff a<p

The first rule states that two sequences that share a prefix are compared according to the first
element at which they differ. The second rule states that one sequence comes before another if
it comes before any prefix of that sequence. Note that a sequence « is incomparable with any
sequence for «, 3 for which it is a prefix.

The complete evaluation of an expression is defined by a sequence of expressions ey, . . ., €
and an ordered sequence of labels «y, . .., aj_1, such that a; < ;41 and
€ Ma; €it1

This ordering of labels ensures that the left branch of a conditional expression is always com-
pletely evaluated before the right branch is initiated. Without this ordering, this transition seman-
tics would allow additional schedules that are not implemented by a flattening transformation.
For example, without this constraint, an implementation might interleave evaluation of the two
branches of a parallel conditional expression, rather than exhaustively executing the left branch
first.

Relation To Flattened Code. Recall that, after flattening, two branches of a conditional (in
a vector context) will be evaluated serially. (We will assume that there is at least one value to
evaluate on each branch.) In the labeled semantics, whenever a function is bound to a variable
that occurs more than once in the source code, the body of that function will be specialized to
each context in which it is applied. In particular, if a function is applied in both branches of a
conditional expression, each instance will be relabeled with a different set of labels, preventing
them from executing in parallel. On the other hand, when a function body is duplicated as a result
of map, every occurrence of the body will be specialized with the same label. As an example,
consider the following expression.

map (fn x = if even x then x div 2 else (x + 1) div 2) (index 3)

A flattening compiler will lift the scalar integer operations (e.g., even, div, +) to the analogous
vector versions so that within each branch, these operations may be performed in parallel. The
division operator is used in both branches, but these operations will not be performed in parallel.

An intermediate expression in the sequence of labeled transitions for this expression looks
something like the following. (I have omitted some labels for the sake of clarity.)

let x; = a:(a, 5,3):((1 + 1) div 2)
and x, = a:(a, 5,2):(2 div 2)
and x; = a:(a, 4,3):((8 + 1) div 2)
in...

First, note that each expression bound in the declaration is given the same outer label. As noted
above, this is a result of the application of map. Up to this point in the evaluation of this
expression, all of these expressions have transitioned in parallel. Second, note that the labels
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that appear within each expression differ in the final component. Once the test of conditional
expression is evaluated and a branch is taken, those sub-expressions corresponding to the “then”
branch will end with the number 2, and those from the “else” branch will end with the number
3. (Here, (3 is the label of the if expression within the anonymous function.) The next step of this
transition sequence must evaluate the “then” branches because «, 3,2 <1 «, (3,3 and the labeled
transition sequence must respect the order of labels <.

5.6 Summary

In this chapter, I have described a method for compiling nested parallelism into the flat par-
allelism implemented by vector processors, graphics processors, and multimedia extensions of
general-purpose processors. As this method determines the order of parallel tasks, it may be
viewed as a scheduling policy. The behavior of this transformation seems to be captured by a
breadth-first scheduling policy that is further constrained by a labeling of source terms. This
characterization of flattening as a form of breadth-first scheduling agrees with previous expe-
rience with NESL [Blelloch et al., 1994]: examples such as matrix multiplication required so
much memory in flattening implementations of NESL that they could not be evaluated for even
moderately sized inputs, requiring the user to scale back parallelism explicitly. These memory
use problems in NESL form an important part of the motivation for my work. A formal con-
nection between this labeled scheduling policy and the flattening transformation is left to future
work.

5.7 Related Work

Flat data parallelism is the focus of languages such as High Performance Fortran [High Perfor-
mance Fortran Forum, 1993] and C* [Rose and Steele, 1987]. While these languages admit more
straightforward implementations, it is unclear if they can support modular parallel programming
without support for nested parallelism.

While most programming languages include support for some form of vector or array type,
collection-oriented languages, including APL [Iverson, 1962], SQL [Chamberlin and Boyce,
1974], and Paralation Lisp [Sabot, 1988] among others, make collections a central part of the
language. Flattening was introduced by Blelloch [1990] as a way of implementing the nested
parallelism found in Paralation Lisp on a Connection Machine computer. It was later a critical
part of the implementation of NESL [Blelloch et al., 1994]. Flattening was extended to languages
with while-loops [Suciu and Tannen, 1994] and to Fortran [Au et al., 1997] as well as to lan-
guages with higher-order functions, recursive types, sum types, separate compilation [Keller and
Chakravarty, 1998, Chakravarty and Keller, 2000] and arrays of functions [Leshchinskiy et al.,
2006].

The labeled lambda-calculus [Lévy, 1978] has been used to study reduction strategies in
several different contexts. Most closely related to my work is that of Abadi, Lampson, and Lévy
[1996], which used labels to trace runtime dependencies back to source-level terms.
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Chapter 6

Parallel Futures

In this chapter, I shall consider a more expressive form of parallelism called parallel futures [Hal-
stead, 1985]. While nested parallelism enables programmers to express divide-and-conquer al-
gorithms, it is not powerful enough to express the kind of parallelism found in programs that
use parallel pipelining. Parallel futures allow programmers to create streams of values that are
produced and consumed in parallel. Like nested parallelism, however, futures are deterministic:
the answer given by a program is independent of how the scheduling policy maps parallel tasks
to processors.

I will consider implementations of futures based on work stealing [Blumofe and Leiserson,
1999, Arora et al., 1998]. While work stealing has been studied in detail for the case of nested
parallelism, less work has focused on understanding the performance with respect to parallel
futures. Using cost graphs, I will prove tight bounds on several different types of overhead due
to parallel scheduling.

In this thesis, I consider a form of futures that are evaluated eagerly. These futures do not
support speculative evaluation,! but only provide a more flexible way of expressing parallelism.
This means every parallel schedule will perform exactly the same amount of computation as the
sequential schedule. I will briefly discuss the relationship to other forms of futures in Section 6.6
below.

Unlike the futures found in Multilisp, we use the static semantics of the language to distin-
guish between ordinary values (e.g. an integer, a list) and a future that will compute such values.
Thus, as in the case of nested parallelism, programmers must specify opportunities for paral-
lelism explicitly using the future keyword. In addition (and unlike in Multilisp), programmers
must also explicitly demand the value of a future using touch.

Parallel futures allow an expression to be computed in parallel with the context in which it
appears. In contrast to nested parallelism, futures are asynchronous: a processor evaluating in
parallel with a future will only block when the value of that future is required. The code below
shows an example where an argument to a function is wrapped in a future.

(fn x = €;) (future e,)
In this case, the body of the function e; may start evaluation immediately and continue in parallel

'"Though, as discussed below, the form of futures considered in this chapter is called fully speculative by Greiner
and Blelloch [1999].
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Figure 6.1 Computation Graphs With Futures. These graphs demonstrate the differences be-
tween nested parallelism and parallel futures. Notably, parallelism is not well-nested in parts (b)
and (c). Part (b) shows an example of a single future interleaved with nested parallelism and part
(c) shows an example of a parallel pipeline. In parts (a) and (c), nodes are labeled according to
the order determined by the sequential execution.

5 /\ 7 Iuture 2\ s
3 /\ s s 3l\l§\ 9

\/ 9 /\ 2 h Ql%ilo
. l\ 11
\o 1211 M \llZ

(a) nested parallelism  (b) parallel future (c) pipelining

with e, until the argument is touched. In a second example below, an expression e may be
computed in parallel with the uses of the anonymous function constructed in the body of the let
expression.
let val y = future ¢ in (fn g = g (touch x)) end

This example shows how a future may “escape” from the scope at which it is defined.

Just as they originally appeared in Multilisp, we define parallel futures so that the body of
the future begins evaluation before its enclosing context. Thus, in the absence of parallelism, the
order of evaluation is identical to that of a program without future or touch.

Example: Producer-Consumer Pipelining. As an example of the use of parallel futures for
pipelining, take the following program that produces a list of values (using the given function f)
and consumes them (using @) in parallel.

datatype « flist = Nil | Cons of a * « flist future
fun produce (f : int — « option, idx : int) =
case f idx
of NONE = Nil
| SOME x =
Cons (x, future produce (f, idx + 1))
fun consume (g : a x § — 3, acc: G, xs : a flist) =
case xs
of Nil = acc
| Cons (x, xs) = consume (g, g (x, acc), touch xs)

If we momentarily ignore those parts of the code relating to parallel execution, we have a pair of
functions for generating and processing lists. (Some readers may recognize consume as fold|
over lists.) Adding futures requires three changes. The type of lists is changed so that the tail of
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Figure 6.2 Syntax Extensions for Futures. This figure describes the additional forms of expres-
sions and values used as part of the language with parallel futures.

(expressions) e := ... |future e |touch e
(values) v o= ... | (v)f

a list is now a future, indicating that the rest of the list might not yet be computed. The bodies
of produce and consume must then be updated to indicate where parallel execution may begin
and where it must end. Notice that occurrences of f in the body of produce are interleaved with
uses of future. Similarly, occurrences of g are interleaved with uses of touch in the body of
consume.

The effect of these changes is that the producer and the consumer can now run in parallel as
long as values are produced before they are required by the consumer. If the consumer catches up
with the producer then the processor running the consumer will look for other work to perform.
This form of synchronization cannot be expressed with nested parallelism.

Finally, note that these changes will not affect the way that this code is executed by a single
processor: with or without futures, a single processor will first run f repeatedly to generate the
entire list and only then run g to consume it. Thus it may be helpful to think of a future as a
heavy-weight function call whose result may be computed in parallel.

Relation to Nested Parallelism. Futures allow strictly more expressive forms of parallelism
than parallel pairs. We can simulate the behavior of nested parallelism using futures as follows.
Given a pair of expressions e; and es, the transformation below faithfully captures the parallelism
described in previous chapters (where x does not appear free in e,).

let val x = future ¢;

valy = ¢, in
{e1, e} ... may be expressed as . .. (touch x, y)
end

Conversely, however, there is no transformation for emulating arbitrary uses of futures using par-
allel pairs. The intuition behind this is twofold: first, futures syntactically separate the beginning
of parallel execution from its end; second, futures may be embedded within data structures to
create streams of values, as in the producer-consumer example above.

As an illustration of the differences between nested parallelism and futures, Figure 6.1 shows
three examples of computation graphs. Part (a) shows a graph derived from nested-parallelism,
while parts (b) and (c) show graphs derived from uses of futures. Note that in the latter two cases,
parallelism is clearly not well-nested. Part (c) shows a computation graph derived from a parallel
pipeline with three stages. In the next section, I will describe the extensions to the language, cost
graphs, and semantics used to express and model the behavior of parallel futures.
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Figure 6.3 Graph Operations for Futures. Futures also require additional ways of composing
graphs, as shown in this figure.

Left Parallel Composition  Edge Composition

g @ g ) (n17n2>
(ng;ne; ) @ (ns;ne; E) U (nq, ng)

(n;n; EU{(n,ns)}) (ng;ne; EU (ny,n2))
n fresh

6.1 Syntax and Semantics

The new syntax for futures is shown in Figure 6.2. Futures are defined by prefixing an expression
with the future keyword. To obtain the value of a future, programmers use the touch operation.
If that value has not yet been computed, then touch will suspend the current thread. I also add
a form of value that is essentially a unary tuple. The use of these values will be explained in the
discussion of the cost semantics below.

As in previous chapters, I will present the typing rules for the reader who is most comfortable
thinking in terms of types. As we distinguish between futures and other values, we must extend
the syntax of types to include a type 7 future for any type 7.

I'Fe:7 ' e: 7 future
T-FUTURE T-TOUCH
I" - future e : 7 future I'touche: r

From these rules, it should be clear that there is a simple erasure of programs with futures to
sequential programs with the same extensional behavior.

Graphs. As futures are more expressive than nested parallelism, we must extend the sorts of
graphs used to describe the costs of evaluating programs. Figure 6.3 shows two new operations
on graphs added to those that appear in Figure 2.3.

The first operation, left parallel composition @ is “half” of the parallel composition defined
in Chapter 2 with the following exception: this is a unary operation that takes a graph and adds
a single new node that acts as both the start and end node for the resulting graph. When further
composed with other graphs, the sub-graph g will then appear on the left-hand side. For example,
take the serial composition (¢ @ )@ ¢’ and assume that n is the new node added by the left parallel
composition. Then n must be visited before any node in ¢/, but any node in g may be visited
simultaneously with any node in ¢'.
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Figure 6.4 Cost Semantics for Futures. From these rules, it should be clear that futures have no
effect on the extensional behavior of programs: creating a future adds a layer of indirection that
is later removed by touch.

el v;g;h (¢ fresh) el (g h (n fresh)
7 C-FUTURE c-ToucH
futuree || (v); (g [¢]) @;h touche | v;g® [n]U(¢,n);h

The second operation, edge composition, shown on the left in the figure, adds one new edge
(but no nodes) to a computation graph. As such, the resulting graph contains no additional
computation, but this graph is more restrictive in terms of how nodes can be visited.

Cost Semantics. The rules defining the cost semantics for parallel futures are shown in Fig-
ure 6.4. If we first consider only the extensional behavior, we see that creating a future adds a
layer of indirection that is subsequently removed by touch. This layer of indirection is reflected
in many implementations: a common way of implementing futures is to create a memory cell
that is passed both to the code computing the future and to the code using the future. This mem-
ory cell is then updated to hold the value of the future once it has been computed. In the cost
semantics, however, there is no update to perform as the future is always computed “before” it is
touched, just as in a sequential implementation of futures.

The potential parallel behavior of futures is captured in the computation graphs described in
these two rules. The cost graph for future e is determined by the cost graph associated with e
followed by single node ¢ that associates a location with the future itself. This graph is then left
parallel composed so that it can be visited in parallel with the graph derived from the context in
which the future is evaluated. The edge added during the left parallel composition (in the figure
between n and g) is called a future edge.

The touch operation adds one new node to the computation graph. It also adds one additional
edge to connect the final node of the graph derived from the future. This edge is called a touch
edge. Thus the computation graph for touch depends not only on the computation graph from
a sub-derivation, but on a location that appears in the value of a sub-derivation. This reflects the
fact that the edge added at a touch reflects a form of data dependency, as opposed to a control
dependency as in the case of all edges added to the computation graph in other rules. In the cases
of both future and touch no additional heap edges are added: futures only affect the order in
which nodes are visited.

Though edge composition allows arbitrary edges to be added to the computation graph, these
edges will be added only in a restricted manner when building cost graphs for futures. In partic-
ular, the source ¢ of such an edge (¢, n) will always come from a graph that is left-composed.

The sequential order <, is defined on graphs derived from uses of futures as follows. Assume
that g = (ns; ne; ). First, the edge (n, ns) added as part of left parallel composition g @ defines
an adjacent pair of nodes n <, n,. Let n’ be the last node in ¢ visited in the sequential schedule.
Thus if we have ((ns;n.; £)@) @ (nl;n’; E') the sequential order includes the adjacency n’ <,
n’. Second, edges (¢,n) added through edge composition U will nor directly contribute to the
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sequential order. This is safe since, as noted above, these edges are added only in cases where ¢
is part of a graph that is left composed with a graph that is visited before n.

In the remainder of this chapter, I make the simplifying assumption, as in previous work
[Arora et al., 1998, Acar et al., 2000], that neither the in-degree nor out-degree of any node is
greater than two. This can be achieved either by limiting each future to a single touch or by
adding additional nodes, one for each touch, to the graph. (In the latter case this fits with our
model of nodes as the instructions executed by the program, since presumably waking up each
reader requires at least one instruction.)

6.2 Work Stealing

Work-stealing scheduling policies have appeared in previous chapters but only in so far as such
policies specify the order in which parallel tasks are evaluated (or equivalently the order in which
nodes are visited). While these orders are sufficient to understand how scheduling affects appli-
cation memory use, in this chapter, I will consider other kinds of overhead, including the time
required to schedule tasks and the effects of scheduling on cache misses incurred by the appli-
cation. To understand how scheduling affects these forms of overhead, we must first consider
how work stealing can be implemented. In this section, I will give a summary of the relevant
work-stealing implementations and results that have appeared in previous work.

The principle of work stealing first appeared in early work on parallel implementations of
functional programming languages [Burton and Sleep, 1981, Halstead, 1984]. This principle
states that idle processors should take responsibility for finding useful work to do. It follows
that if a processor does have work to do, then it should focus on that work, rather than trying
to help distribute load among other processors. As discussed below, in the case of nested par-
allelism, processors rarely find themselves without work to do, so minimizing the overhead for
busy processors leads to good performance overall.

Typically, work stealing is implemented by maintaining ready tasks using a set of double-
ended queues (or deques). To allow processors to operate independently, each processor main-
tains its own deque. With respect to its queue, a processor is called a worker. When a worker’s
queue is empty, it becomes a thief and randomly selects another queue from which it will steal;
the processor associated with this other queue is then called the victim.

6.2.1 Cilk

Cilk [Frigo et al., 1998] is an extension of the C programming language that supports nested
parallelism. Cilk achieves an efficient implementation of work stealing by further exploiting
this imbalance between idle and busy processors. I summarize two important aspects of this
implementation: a strategy for specializing code for the common case and an asymmetric imple-
mentation of double-ended queues.

Compiling Clones. The Cilk compiler transforms each function into a pair of clones, known
as the fast clone and the slow clone. The fast clone is used when a processor is working on a
sequence of tasks independently of any other processors; this is the common case. The fast clone
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contains only the minimum synchronization necessary to determine if work has been stolen. In
the absence of a steal, tasks are executed sequentially by the fast clone, so no checks are needed
to determine which sub-tasks have been executed.

The slow clone is used by the thief. Because a stolen thread is running in parallel with its
parent thread, the slow clone must perform a check at each join point to determine if the parent
thread has finished. While the slow clone incurs greater overhead than the fast clone, only the
first task run by a thief must be run using the slow clone. Any sub-tasks spawned by a slow clone
may use the fast clone. (Leveraging the asymmetry between the common sequential case and
the less-frequent parallel case can be traced back to Mohr et al. [1990] as well as Goldstein et al.
[1996].)

Double-Ended Queues. In Cilk, each deque supports only three operations: pushBottom,
popBottom, and popTop. The first two are used only by the worker. From the worker’s point
of view, the deque is a FIFO stack. When a thief selects a queue as a target, it steals work from
the top of the victim’s queue using popTop. This is important for two reasons. First, because
the worker and the thief use different operations, the synchronization overhead can be heavily
skewed toward the thief. Cilk uses a shared-memory mutual-exclusion protocol designed to
minimize overhead for the worker. Second, tasks at the top of the queue are older and usually
correspond to larger amounts of work. This second fact is critical in bounding the expected
number of steals.

6.2.2 Bounding Steals

Bounding the number of steals is an important measure of performance for nested-parallel pro-
grams since it enables us to bound the communication and computational overhead incurred by
the scheduler. Previous work has shown that the work-stealing scheduler used by Cilk achieves
good speed-up with a small number of steals.

Theoretical and empirical results [Blumofe and Leiserson, 1999, Blumofe et al., 1995] have
shown that the expected number of steals is O(P7,,) where P is the number of processors and
T is the depth of the computation graph. To understand this bound, recall that thieves steal the
oldest task on a victim’s deque. Among all the tasks in the victim’s deque, it is often the case that
the oldest task will require the most work before joining with the victim’s current thread. Put
another way, the oldest task has the most potential in the sense that we expect it to keep the thief
busy for the longest period of time. The number of steals can then be bounded by quantifying
this notion of potential for a particular steal and for the program execution as a whole [Arora
et al., 1998]. Since the potential never increases and each steal decreases it by a constant fraction
with constant probability, there is a limit to how many steals we expect before all the potential is
exhausted.

Locality. The number of steals is often used as a measure of communication costs. On a
shared-memory multiprocessor, communication is implemented by the memory hierarchy. The
bound on the number of steals allows us to bound the number of cache misses in a distributed
cache relative to the number of misses in a sequential execution. The key insight is that additional

97



Figure 6.5 ws Scheduler. This abstract description of the WS scheduler for programs using
parallel futures shows the order in which parallel tasks will be executed but does not include any
optimizations.

I* Each processor i maintains a deque (); of tasks. */
Processor ¢ repeatedly executes the following:
If (); is empty, select another deque ()); at random and steal the top task of ); (if any)
Else

Pop the bottom task ¢ from (); and execute it

If ¢ forks a new task
Push the continuation task onto the bottom of ();
Push the spawned task onto the bottom of @);

If ¢ joins two tasks (as part of a fork-join)
If both such tasks are finished, push the continuation task onto the bottom of ();
Else, do nothing

If £ spawns a future
Push the continuation task onto the bottom of ();
Push the future task onto the bottom of @);

Else if ¢ touches a future but that future has not yet been computed
Mark t as a task suspended on that future

Else if ¢ finishes the value of a future and some task is suspended on that future
Push the suspended task onto the bottom of ();
Push the continuation task (if any) onto the bottom of ();

Else /* t is an ordinary task */
Execute ¢ and push the next task onto the bottom of ();

misses occur only after a steal. In the worst case, the entire cache must be flushed, thus if the
number of cache misses in the sequential execution is C', and the size of the cache is M then the
expected number of misses using work stealing is O(C, + M PT,,) [Acar et al., 2000].

Efficiency. Bounding the number of steals is also important in ensuring the relatively low over-
head of parallel scheduling. In Cilk, the scheduler is manifest predominately in the slow clone
and in the parts of the implementation of the deques and the runtime system used by the slow
clone. Since the slow clone is executed exactly once for each steal, we can safely push much of
the scheduling overhead into these parts of the code without affecting overall performance. In
fact, much of the Cilk design is motivated precisely by this observation.

6.2.3 Beyond Nested Parallelism

Arora et al. [1998] extend the work of Blumofe and Leiserson to bound the number of steals for
more general forms of deterministic parallelism, including futures. Again, the expected number
of steals is O(PT,,). Though that work does not explicitly consider futures, we can consider
how their algorithm would implement them. Figure 6.5 shows pseudo-code for a version of
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this algorithm specialized to the case of futures. In the remainder of this chapter, I refer to this
algorithm as WS.

As in other implementations of work stealing, there is one deque of tasks per processor.
Each processor repeatedly pops and executes the bottom task in its deque. When a processor
encounters a future, it pushes a task representing the continuation onto the bottom of its deque
followed by the task implementing the body of the future. When a processor tries to touch a
future but that future has not yet been computed, that processor will pop the next task from the
bottom of its deque. When a processor finishes the value of a future and one or more tasks have
been suspended waiting for that value, those tasks will be added to the bottom of the deque of
the processor that finished computing the value of the future. If a processor’s deque is empty, it
selects another (non-empty) deque at random and steals the top task on that deque.

The implementation shown in the figure is an abstraction of a more realistic implementation
and is intended only to show how the algorithm behaves with respect to the order in which
tasks are evaluated. As this implementation uses the same three deque operations as a version
for nested parallelism, it can be optimized using similar methods, including the fast/slow clone
compilation technique described above. Despite this, and the bound on the number of steals, we
must re-evaluate the effects of futures on performance. As I will show below, these suspending
and resuming tasks may increase the number of cache misses and may require additional tasks
to be run using slow clones even when no additional steals occur.

6.3 Deviations

In Chapter 2, I defined a deviation as a point in a parallel execution where a processor diverges
from the order in which tasks are evaluated by the sequential implementation. In this section, I
will briefly review the kinds of deviations that can occur in nested parallelism before describing
the additional kinds of deviations that occur in programs with parallel futures. I will then show
how the time overhead of scheduling as well as the number of additional cache misses can be
bounded in terms of the number of deviations.

Deviations in Nested Parallelism. Acar et al. [2000] show that for nested-parallel programs,
each deviation incurred by WS is caused either directly or indirectly by a steal and that at most
two deviations can be attributed to each steal.

Figure 6.6(a) shows a small parallel computation graph where nodes are labeled by the order
in which they are evaluated in a sequential execution. Nodes at which deviations occur are
circled. (Recall that graphs are drawn so that the sequential schedule corresponds to the left-
to-right, depth-first traversal of the graph.) Part (b) shows one possible schedule using two
processors. Maximal sequences of non-deviating execution are boxed, and deviations are labeled
01, 09, and so on. Note that while these deviations take up space in the illustrations, they do not
correspond to a period of time during which a processor is idle.

In the schedule in Figure 6.6(b), processor p begins by executing tasks 1, 2 and 3. Processor ¢
steals work from p and executes tasks 4 and 5. Since processor ¢ does not execute task 3, this steal
results in a deviation ;. A steal will always result in at least one deviation. A second deviation
09 will occur because ¢ finishes task 5 before p finishes task 3. Though p itself does not steal
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Figure 6.6 Example Deviations. (a) A computation graph and (b) a schedule for nested paral-
lelism. (c) A computation graph and (d) a schedule for parallel futures. In part (c), the edge
between nodes 3 and 7 corresponds to the touch of a future. Nodes in the graphs at which de-
viations occur are circled. Deviations occur in (b) either because of a steal (d;) or because of a
join after a steal (d-). Deviations occur in (d) because of a steal (d3), when a task suspends while
touching a future (), when executing a resumed task (Js), or indirectly after a touch or resume
(06, 07, 0g).
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any work, we can attribute this deviation to the earlier steal. As noted above, for nested-parallel
programs, WS will incur at most two deviations per steal.

6.3.1 Deviations Resulting From Futures

I now describe additional sources of deviations in programs that use parallel futures when using
a work-stealing scheduler. Figure6.6(c) shows a computation graph that will be used as a running
example in this section.

Suspend Deviations. A deviation can occur when a task attempts to touch a future that has not
been computed yet. In Figure 6.6(d), task 7 represents the touch of the future that is computed
by task 3. In the schedule shown in part (d), processor g executes task 6, but deviates at d, since
it cannot yet execute task 7. Note that this does not require an additional steal: in WS, task 8 sits
at the bottom of ¢’s deque.

Resume Deviations. A deviation also occurs when a suspended task is resumed. In the figure,
task 7 is ready only after task 3 is completed. Thus after task 3 is executed, both tasks 7 and 4
will be pushed on to p’s deque (in that order). When task 7 is popped and executed a deviation J5
will occur. In this example, there are no other tasks in p’s deque when task 7 is executed, but it is
possible that there could be more tasks in the deque above task 7. In that case, a second deviation
would occur when the first of these tasks is popped and executed.
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Indirect Deviations. The most subtle deviations occur through the use of multiple futures or
a combination of nested parallelism and futures. Deviations can occur when a task is suspended
waiting for another task which is itself suspended. In Figure 6.6, this occurs at dg after task
8 is executed. This deviation cannot be attributed directly to a steal that has already occurred.
Instead, it is caused indirectly by the suspension of task 7. As shown later in Section 6.4.2, a
single steal followed by a single touch of a future can result in up to 7T\, /2 deviations (where T,
is the depth of the graph).

Indirect deviations can also occur on the processor that resumes a suspended touch. In this
example, deviations occur at §; and dg on a processor that has neither stolen work nor touched
a future. These deviations occur when a cascade of suspended tasks must be resumed once the
value of a future is finished. In general, finishing the evaluation of the value of a future and
resuming suspended tasks resulting from a single touch can also lead to up to 7, /2 deviations
(see Section 6.4.2).

In the remainder of the text, I will refer to any deviation incurred by a processor after sus-
pending on a touch as a suspend deviation (whether it is directly or indirectly caused by that
suspend), and similarly for resume deviations. Just as at most one deviation occurs at a join for
each steal in nested parallelism [Acar et al., 2000], deviations that occur as a result of futures can
also be loosely paired.

Lemma 6.1. There is at least one steal or suspend deviation for every two resume deviations.

Proof. Assume that there is some node v that corresponds to a touch. We will show that if a
resume deviation occurs when executing v there is at least one steal or suspend deviation and
that the number of steal and suspend deviations related to v is no less than half the number of
resume deviations related to v. Assume that processor p deviates when executing (and therefore,
resuming) v. This implies that some processor ¢ suspended rather than executing v and incurred
either a steal or suspend deviation at that time. Processor p may also deviate after executing v
and one or more of its descendants, so we have one or two resume deviations and one steal or
suspend deviation. Now consider each descendant v of v at which p incurs an indirect resume
deviation. This implies that some other processor (possibly ¢) already executed u’s other parent
but not u itself, at which time it incurred a suspend deviation. L]

6.3.2 Performance Bounds

For nested-parallel computations, the number of steals can be used to bound the overhead of the
scheduler, including scheduler time and cache misses.

Using deviations, we can extend these bounds to more general parallel computations. In
the remainder of this section, I consider a scheduler called generalized WS that is a version
of the scheduler shown in Figure 6.5 extended for unrestricted parallelism (and also defined in
Arora et al. [1998]). The pseudo-code for the generalized version of the algorithm is shown
in Figure 6.7. The performance bounds that follow are extensions of previous bounds on the
overhead of work stealing. These results, together with results in the next section, show that
for programs that use parallel futures, WS will incur overhead proportional to both the number
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Figure 6.7 Generalized WS Scheduler. This abstract description of the generalization of WS
scheduler to programs with unrestricted parallelism. This is algorithm that is presented by Arora
et al. [1998].

I* Each processor i maintains a deque (); of tasks. */
Processor ¢ repeatedly executes the following:
If (); is empty, select another deque (); at random and steal the top task of ); (if any)
Else
Pop the bottom task ¢ from (); and execute it
For each task ¢’ that ¢ enables starting with the task corresponding to the right-most node,
push ¢ onto Q); /* This ensures that the left-most child will be on the bottom. */

of touches and the depth of the graph. Below, A indicates the number of deviations from the
sequential execution.

Scheduler Time. Recall that Cilk compiles two versions of each function, the fast clone and
the slow clone, and that the bulk of the synchronization overhead occurs during invocations of
the slow clone. It can be shown for nested-parallel computations that the number of invocations
of slow clones is bounded by the number of steals. For unrestricted parallel computations, the
number of executions of slow clones can be bounded by the number of deviations.

Theorem 6.1. The number of invocations of slow clones using generalized WS is at most A the
number of deviations.

Proof. A slow clone is invoked whenever a task is removed from a processor’s deque and exe-
cuted. Note that during the execution of a fast clone, tasks are removed from the deque, but since
the identity of these tasks is known, they are discarded and the fast clone for the next task is run
instead. Processor p removes some node v from a deque (not necessarily p’s deque) only if the
node u previously executed by p has no ready children. Let w be a child node of u. Since w is
not ready, it must have in-degree two. Then u was either w’s left parent or its right parent. If u
is w’s left parent then v was popped only to see if it had been stolen. If p successfully pops v,
then v was not stolen and it will be executed next using the fast clone. (If it was stolen, the pop
will fail because the deque is empty, and p will be forced to steal.) Alternatively, u is w’s right
parent. It follows that u <; w. In this case the slow clone for v will be run, but since u <, v, we
have u £, w and so a deviation occurred. O]

Cache Misses. If we consider a shared memory architecture with a hardware-controlled cache,
then we can bound the additional cache misses incurred during a parallel execution. We assume
that each processor has a private cache with capacity C. Acar et al. [2000] bound the number
of cache misses in nested-parallel computations in terms of the number of steals. To extend this
to general parallelism, we must understand how data communicated between processors through
uses of futures can affect cache behavior. In these results, I assume a fully associated cache with
an LRU replacement policy.
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Theorem 6.2 (extension of Theorem 3 in Acar et al. [2000]). The number of cache misses in-
curred using generalized WS is less than M, (C') + A - C where C is the size of the cache and
M, (C) is the number of cache misses in the sequential execution and A is the number of devia-
tions.

The original theorem is proved using the fact that the computation is race-free, i.e., for two
unrelated nodes in the computation graph, there is no memory location that is written by one
node and either read or written by the other. All deterministic computations are race-free. For
nested-parallel computations, race-free implies that any reads performed by the thief must have
occurred before the steal. Therefore, after C' misses, the thief’s cache will be in the same state as
that of the sole processor in the sequential schedule. From that point forward, such a processor
will only incur misses that also occur during the sequential schedule.

In my proof, I consider an implementation that flushes the cache at each deviation. It is easy
to show that such an implementation will incur no more than A - C' cache misses since after each
flush it will take at most C' memory accesses before the cache is in the same state as it would be
in the sequential schedule. An alternative implementation that did not flush the cache after each
deviation will incur no more misses.

Proof. Given a graph ¢ and the schedule & determined by generalized WS, assume that the
implementation flushes the cache after each deviation. Consider a node v that reads a memory
location m and a second node u that writes to that memory location. Assuming the program is
deterministic, then there is exactly one such u whose value should be read by v and there is at
least one path from « to v in g.

If no deviation occurs between v and v then a cache miss occurs at v in S if and only if a
cache miss occurs at v in the sequential schedule: either m must have remained in the cache
since u was visited, or C' other locations were accessed in the interval between « and v.

If a deviation does occur between v and v, then let w be the most recent deviation incurred
by the processor ¢ that executes v. Assume that no miss occurs at v in the sequential schedule,
and further assume, for a contradiction, that ¢ has already incurred C' cache misses since w. This
implies that there have been (' distinct memory accesses since w. However, ¢ visits all nodes
between w and v in the same order as the sequential schedule, so the state of ¢’s cache at v must
be identical to that of the sequential schedule. Therefore, if no miss occurs in the sequential
schedule at v then no miss occurs when v is visited by ¢, a contradiction. Therefore, ¢ incurs at
most C' more misses than the sequential schedule. [

Lower Bounds. Deviations can also be used to establish lower bounds for some of these over-
heads. For example, a slow clone is executed after every steal and every suspend deviation (di-
rect or indirect). By Lemma 6.1 this is a constant fraction of all deviations and thus the expected
number of slow clone executions is {2(A) for arbitrary programs including those constructed
only using parallel futures.

Acar et al. [2000] showed a family of graphs, which (though they do not claim it) can be
constructed using futures, where Q(RC') cache misses occur with two processors (where R is
the number of touches), while only O(C') cache misses occur when using a single processor.
Moreover, each touch incurs a deviation so the number of misses with two processors can be
expressed as M, (C) + Q(A - O).
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6.4 Bounds on Deviations

In this section, we give the main results of this chapter: upper and lower bounds on the number
of deviations that occur when using WS to schedule parallel programs that use futures. Given the
results of the previous section, these bounds imply that using work stealing to schedule tasks in
programs that use futures may incur high overheads.

6.4.1 Upper Bound

This bound is given in terms of the number of touches that appear in the computation graph. Note
that this is not the number of touches that appear in the program source code, but the number
of touches that occur dynamically in the program execution. The theorem is stated and proven
below, preceded by several lemmata used in the proof.

Lemma 6.2. Given a computation graph g derived from an execution of a program using parallel
futures and a node v with out-degree two and right child u, if y is a descendant of v and y <, w,
but y has a parent that is not a descendant of v, then ¥ is a touch.

Proof. If y is a descendant of v but it also has a parent that is not a descendant of v, then y must
have in-degree two. Therefore it is either a join or a touch. Suppose the other parent of y is z. As
we have y <, v and x <, y, it follows that x <, u. Furthermore, x is not a descendant of v and
so x <, v. If x was executed before v in the sequential execution then = and v share a common
predecessor w (possibly x). Since the two parallel paths between w and y are not well-nested
with respect to v’s two children, ¥ must be a touch. 0

Lemma 6.3. Given a node of out-degree two with children u and v, let V' be the set of nodes
executed in the sequential schedule between u and v (inclusive). If for some processor p in a
parallel execution and for each touchy € V, x <,y = x <, y, thenforally,z € V,y <, 2 =
Y <p z.

Proof. Assume otherwise, for the sake of contradiction. Take the first pair of nodes y,z € V
(ordered lexicographically according to the sequential order of execution) such that y <, z, but
y %, 2. There are three possibilities: either y or z is not executed by p (and thus p does not relate
y and z) or z <, y. If y is not executed by p (and similarly for z) then it must have a parent that
is not a descendant of u. By Lemma 6.2, y is a touch, a contradiction, since we assumed that
p executed all touches in V. Alternatively, we have z <, y. If this is the case, then up to the
point that p executes z, p has executed every node x such that x <, y (since otherwise y and 2
would not be the first offending pair). Let = be the last such node: x <, y. If p does not execute y
immediately after x, then y must have another parent that is not in V. This again (by Lemma 6.2)
implies that y is a touch, a contradiction, since we assumed that = <, y implies = <, y for all
touches in y in V. 0

Lemma 6.4. When executing a graph of depth 7., the number of elements in any processor’s
deque is at most 7.
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Figure 6.8 Example Graphs Used in Proof of Upper Bound. These graphs illustrate situations

that arise in the proof of Theorem 6.3.
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Proof. The number of elements on a processor’s queue only increases when it executes a node
with out-degree two. Thus if there are 7}, elements in a processor’s queue, then there must exist
a path of length 7}, composed of nodes of out-degree two. If such a path exists, then the depth
of the graph is at least T'. []

Lemma 6.5. For a graph g with start node « and end node v, for any other node w in g, if there
is a path from w to v that does not include any touch edges, then there is a path from u to w that
does not include any future edges.

Proof. By induction on the length of the path from w to v. First take the case where there is an
edge connecting w and v (a path of length one) that is not a touch edge. Edges in the computation
graph are either (i) future or touch edges, (ii) are added to between two sub-graphs that must be
computed serially, or (iii) are added to compose two sub-graphs as a nested-parallel computation.
The edge from w to v cannot be a future edge (i) as a future edge cannot lead to the end node
of a graph. If that edge was added as part of the serial composition of two sub-graphs (ii), then
every path from w to v that does not include a future or touch edges must include w (and there
is always at least one path from « to v that does not include either future or touch edges). If an
edge was added as part of a nested-parallel composition (iii) (i.e. leading to a join), then there
must be a corresponding fork with an edge that leads to w as well as a path without future edges
that leads from u to that fork.

Now take the case where the length of the path from w to v is greater than one. Assume that
there is a node y with an edge (w, y), a path from y to v, and that none of those edges is a touch
edge. By induction, there is a path from u to y that does not include any future edges. As above,
consider how the edge (w, y) was added to the graph. This edge cannot be a future edge (i) since
if it was then every path from y to v must include a touch edge and we assumed at least one path
that does not. If that edge was added during a serial composition (ii) then again every path from
u to v that does not include a future or touch edges must include w. (iii) If the edge (w,y) is a
join edge, then there must be a corresponding fork and that fork must lie on the path between
and y; it follows that there is path without future edges from that fork to w. Finally, if the edge
(w,y) is a fork edge, then every path without future edges from u to y also goes through w. [
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Theorem 6.3 (Upper Bound). For computations with depth 7, and R touches, the expected
number of deviations by Ws on P processors is O(PT,, + RTy,).

Proof. We consider each node in the graph and determine whether or not a deviation could
occur at that node. We divide nodes into three classes based on the in-degree of each node and
(possibly) the out-degree of its parent. Only the root node has in-degree zero, but a deviation
never occurs at the root. If a node v has in-degree one and either (i) its parent has out-degree
one, or (ii) its parent has out-degree two and v is the left child of its parent, then v will always be
executed immediately after its parent and no deviation will occur.

Consider the case where v has in-degree one, its parent has out-degree two, and v is the right
child of its parent as shown in Figure 6.8(a). In this case, there is some descendant x of u such
that x <, v. Assume that v is executed by processor p. A deviation occurs when executing v only
if at least one of the following three conditions holds: (i) v is stolen, (ii) there is a touch at some
node w that is executed between v and v in the sequential schedule along with a node y such that
y <, w and p executes y but y 4, w, or (iii) there is a node x such that x <, v and z is executed
by p, but p also executes at least one other node between x and v.

First, we show that these conditions are exhaustive. Assume that a deviation occurs when
executing v but suppose, for the sake of contradiction, that none of these conditions is true. If v
was not stolen then u was also executed by p and v was pushed onto p’s deque. By assumption,
for every touch w that appears in the sequential execution between u and v with y <, w, we
have y <, w. It follows from Lemma 6.3 that for every pair of nodes y and z that appears in
the sequential execution between u and v (inclusive), we have y <, 2 = y <, z. This implies
x <, v for the node = such that z <, v. Finally, by assumption, there is no other node that p
executes between z and v and so x <, v. Therefore, no deviation occurs at v, a contradiction.

Now we count the number of nodes that can be described by one of the three conditions
above. First, from the proof of Theorem 9 in Arora et al. [1998], the expected number of steals
is O(PT,), bounding the number of nodes that fall into the first category. Second, if there is
a touch w such that y 4, w and v was not stolen, then v was on p’s deque when p executed y.
Moreover, since y <, w, there is exactly one such y for each touch. By Lemma 6.4, there are
at most T, elements on p’s queue at any time, and thus O(RT,) nodes in the second category.
Finally, there is exactly one node v for each node x such that x <, v. The number of nodes that
finish the value of a future is bounded by the number of touches. If p executes another node
between z and v, then x is a future and the number of nodes such as = is O(R). It follows
that the number of nodes that immediately follow z is also O(R). Thus the expected number of
deviations occurring at nodes of in-degree one is O(PT,, + RT.,,).

Now take the case where v has in-degree two. Deviations only occur here if v is enabled by
its left parent (i.e., if its left parent is visited after its right parent), so consider that case (Fig-
ure 6.8(b)). Define g, to be the sub-graph of g rooted at some node = formed by removing any
future or touch edges as well as any nodes that are not reachable from = through the remaining
edges. In this case, a deviation occurs when executing v only if one of the two following con-
ditions holds: (i) there is a touch of a node y and another node x that is a predecessor of both v
and y such that v lies on all paths from y to the sink of g,, or (ii) there exists a node w such that
u <, w and w was stolen.

Assume that a deviation occurs when executing v but suppose again, for the sake of contra-
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diction, that neither of the above conditions is true. First, v cannot be a touch. (If it were, then
it would lie on all paths between itself and the sink of g,.) Therefore, v must be a join. Let x
be the corresponding fork and w be the right child of z. It follows that u <, w. By assumption,
w was not stolen and was therefore executed by the same processor p that executed x. Since no
deviation occurred, w is also executed before u. However, if p executes w before u, then there
must be some node y that is a predecessor of u and a descendant of = but is not dominated by .
The graph might look something like Figure 6.8(c). If ¥ is not dominated by x then it must be a
touch. If there is more than one such touch, let y denote the one that is closest to u. Then any
edges between y and u are not touch edges. By Lemma 6.5 there is a path from x to y that does
not include any future edges. Thus y is in g,.. Since g, is series-parallel and y appears after x but
before v, any path in g, from y to the sink must go though v, a contradiction. Thus no deviation
can occur unless one of the above conditions holds.

We now count the number of nodes that can fall into one of the two categories above: in
the first case, the number of nodes such as v is bounded by the number of touches times the
depth of g, (which is in turn bounded by the depth of ¢); in the second case, there is exactly
one node v for each steal of w such that v follows some node u with u <, w. Thus the number
of deviations occurring at nodes of in-degree two is O(PT,, + RT,,), and the total number
of expected deviations, including nodes with both in-degree one and two, is also O(PT,, +
RT,). O

6.4.2 Lower Bound

While this upper bound is high, we show that there are programs that use futures for which
this upper bound is tight. We assume that the scheduler is parsimonious (i.e., it maintains one
task queue per processor and each processor only steals when its local queue is empty) and also
greedy. This class of schedulers includes WS. In the computations we construct, each time
we increase the depth by one, we can either double the number of touches (and the number of
deviations incurred as a result of those touches) or we can cause each existing touch to incur an
additional deviation.

Theorem 6.4 (Lower Bound). There exists a family of parallel computations derived from pro-
grams that use parallel futures with depth 7, and R touches where Q(PT,, + RT.,) deviations
occur when executed on P processors with any parsimonious work-stealing scheduler and when
assuming that 7., > 8log R and T, > 2log P.

Proof. The proof is given by constructing such a family of computations. Graphs that incur
Q(PT,,) deviations can be constructed using only nested parallelism, for example, by chaining
together sequences of fork-join pairs. In such examples, T,, must be greater than 2log P to
ensure there is adequate work for P processors. Below, we construct graphs with Q(RT,,)
deviations for two processors and assume that they can be combined (in parallel) with such
chains yielding a family of graphs with the required number of deviations.

For ease of presentation, we will carry out this construction in stages. In the first step, we
show that one steal and one touch is sufficient to generate €2(7,) deviations on a graph of depth
T, with two processors. Figure 6.9(a) shows the one such graph. The program starts by using a
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Figure 6.9 Families of Computations Demonstrating Lower Bounds. In part (a), there is one
future, one steal, and one touch leading to Q2(7,,) deviations on a graph of depth 7}, with 2
processors. In part (b), one steal and R touches leads to Q2(R) deviations with 2 processors.
A heavy line divides those nodes executed by processor p from those executed by ¢q. Nodes at
which deviations occur are circled. Each edge that leads to a touch is drawn in gray to improve
readability.
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future to split the computation into two parts. The value of the future is finished at node w and
the edge from w to v is a touch edge.

Assume that processor p starts execution of the graph and the processor ¢ steals work corre-
sponding to the right-hand sub-graph. We assume that steals require unit time, but our examples
can be extended to account for larger costs. This steal means that ¢ immediately incurs a devia-
tion. The left-hand sub-graph is a sequence of nodes that ensures that ¢ finishes node u before p
finishes w.

After ¢ finishes u, it cannot continue sequentially to v. However, there are several nodes
in ¢’s deque. Since we assume the work-stealing scheduler is parsimonious, ¢ will continue by
removing elements from its queue, incurring a deviation each time. These deviations occur as
indirect results of a suspension.

Meanwhile, p will finish the value of the future and continue by executing the v (again, since
this node was on its own deque and it has no other nodes to execute). Then p will execute all
of the nodes along the lower-left side of the right-hand sub-graph, incurring a deviation at each
node. These are examples of indirect deviations that occur after resuming a suspended touch.

To generalize this graph to an arbitrary depth, we add an additional fork on the right-hand
sub-graph and one more node on the left, ensuring there is sufficient work to delay p. This will
increase both the depth and the number of deviations by two but will not change the number of
steals or touches. (In fact, similar graphs can be constructed that will incur ©(7,) deviations for
any greedy scheduler.)

In the second step, we show that one steal and R touches is sufficient to generate (2(R)
deviations on a graph of depth 2(log R) as in Figure 6.9(b). Graphs of this form are generated
from a pair of functions which produce and consume a binary tree in parallel. Each node in this
tree, both internal and external, is defined by a future.

108



These graphs are constructed so that p and ¢ alternate between suspending on the touch of
a future and resuming it. The gray sub-graphs (drawn as diamonds in the figure) are small
sequences of nodes introduced to ensure this alternation. In the figure, each such sub-graph
requires two or three nodes. Processor ¢ incurs a deviation after executing node x. There are
several nodes in ¢’s deque, but the graph is constructed so the next touch will also result in
suspend, no matter which node is chosen. This graph may be generalized to an arbitrary number
of touches so long as the depth of the graph is at least 4 log R.

Finally, we define a family of computations with depth 7T}, that incur 2( RT,) deviations on
two processors. We do so by first taking a graph as described in the second step (Figure 6.9(b)) of
depth T.,, /2. We then replace each touch in that graph (e.g., nodes y and z in the figure) with an
instance of the right-hand portion of the graph described in the first step (Figure 6.9(a)) of depth
T, /2. In addition, each diamond sub-graph on the producer-side of the graph must be extended
with an additional delay of T, /2 nodes. This results in a graph of depth 7., with R touches each
of which will result in Q(RT,) deviations. Note that this construction requires that 7, > 8log R
so that there is adequate parallelism to produce and consume the tree in parallel. ]

6.5 Alternative Implementations

Given that the performance effects of deviations are just as significant as those of steals, it seems
worthwhile to consider implementations of work-stealing that avoid not just steals but devia-
tions as well. The examples given above provide some clues as to how a scheduler might avoid
deviating from the sequential order of execution.

¢ In the schedule given in Figure 6.6(d), a series of deviations occurs after touching a single
future. One might consider the problem to be that the suspending processor ¢ remains “too
close” to the suspended task and instead should look for work elsewhere. ¢ (or another
processor) would return to these tasks later, after the value of the future is likely to be
computed.

¢ In this same schedule, p deviates from the sequential order when it executes task 7. This
deviation was caused by the fact that p added task 7 to its own deque and thereby decreased
the locality of tasks within its own deque.

Taking these examples as inspiration, we propose three design choices in implementing a
work-stealing scheduler with support for futures. At the same time, we consider a snapshot of a
work-stealing scheduler in Figure 6.10 to help illustrate these choices.

Suspend Entire Deques. When processor’s task is suspended, that processor may have other
ready tasks sitting in its deque. This is illustrated by the deque associated with ¢ in Figure 6.10.
This deque contains several ready tasks (H). At the bottom of the deque, the current task (A) is
not filled to indicate that it has been suspended.

If a scheduler suspends entire deques then all of those tasks are also suspended. That is,
the entire deque is set aside, and the processor must steal from another deque. This causes at
least one deviation but hopefully avoids the cascading deviations as in the example above. This
strategy creates the possibility that there are more deques than processors as shown in the figure.
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Figure 6.10 Work-Stealing Deques. These double-ended deques represent one possible state
of an alternative work-stealing scheduler. Each of the two deques on the left is owned by a
processor. Older tasks are near the top of each deque. Ready tasks are solid, and suspended tasks
are outlined. When ¢ suspends waiting for the value of a future, there are several possibilities for
which task it should work on next; the five possibilities that are circled are considered in the text.
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Alternatively, when task is suspended, a processor may take a task from the bottom of its own
deque as in WS. In this case, ¢ would continue by executing task B. This is a deviation but not a
steal.

Steal Entire Deques. If an implementation suspends entire deques then those deques not
owned by any processor may be in one of two states, as shown by the two deques on the right
in Figure 6.10. The deque at the second from the right has been suspended, but the bottommost
task in that deque (LJ) has not yet been resumed. In contrast, the bottommost task of the deque
on the far right has since been resumed.

If a scheduler steals entire deques then when stealing from deques such as the rightmost
deque in Figure 6.10, then the thief claims the entire deque and begins work on the bottom most
task (labeled E in the figure).

Alternatively, a scheduler might treat this deque like any other deque and only a single task
from the top of the deque (task D in the figure).

Note that if a scheduler suspends entire deques, it must still consider suspended (but non-
empty) deques as targets for theft. If not, it risks letting idle processors remain idle even if
there are ready tasks to be executed. Thus even though the second deque from the right has a
suspended task as its bottommost element, the topmost task C must still be considered (like task
A) as a target for theft.

Resume Tasks in New Deques. If an implementation does not suspend entire deques, then
there is no convenient way to reassociate a resumed task with its original deque (since that pro-
cessor may have since moved on to other work).

If a scheduler resumes tasks in new deques then it creates a new deque that is not associated
with any processor and adds the resumed task to that deque.

Alternatively, the resumed task may be placed at the bottom of resuming processor’s own
deque, as in the implementation of WS.

110



Table 6.1 Work-Stealing Implementations. Each of the four implementations supporting futures
is described by one column in this table. The first column corresponds to the implementation
described by Figure 6.5 and Arora et al. [1998].
|Ws  ws2 ws3 ws4
suspend entire deques no no yes  yes
steal entire deques - - no yes
resume tasks in new deques | no yes - -

Four possible policies based on these design choices are shown in the columns of Table 6.1.
The first policy WS the uses described above and by Arora et al. [1998]. The other three columns
represent alternatives based on the discussion in this section. These policies will be compared
empirically in Chapter 8.

6.6 Speculation

This chapter focuses on eager, or fully speculative, futures. As with the other forms of parallelism
described in this thesis, eager futures simply enable the programmer to express opportunities for
parallelism: the extensional behavior of programs remains the same. In addition, the total amount
of computation performed by a program with futures is the same as that performed by the version
of the program with all uses of futures erased.

An alternative formation of futures uses a lazy (or, in the terminology of Greiner and Blel-
loch [1999], partially speculative) semantics. Though the syntax remains the same, lazy futures
combine parallelism with a way of delaying the computation of some sub-expressions. In a
sequential, call-by-value language such as ML, laziness enables programmers to delay the evalu-
ation of an expression until necessary or, in cases where that expression is unnecessary, to forgo
evaluation of the expression entirely. Lazy futures combine both opportunities for parallelism
and opportunities to avoid some unnecessary computation. Put another way, lazy futures use
parallel hardware to evaluate parts of the program that may be required later. There is, how-
ever, a risk that it will later be discovered that this work was wasted. Thus, the total amount of
computation depends on which futures are selected for evaluation.

This form of parallel can be expressed equivalently using a special form of binding such as
the pval binding in Manticore [Fluet et al., 2008b]. Regardless of the syntax, the implementation
of lazy futures must support some form of thread cancellation, at the very least because this will
help to limit the amount of unnecessary work. Moreover, there is no guarantee in the case where
the value of a future is not needed that the expression computing that value will ever terminate.

6.6.1 Glasgow Parallel Haskell

As a call-by-need language, it is natural to integrate parallelism into Haskell as a form of spec-
ulation. As an example, a Haskell implementation of the producer/consumer example from the
beginning of this chapter is shown below. Here, I use a parallel implementation of Haskell called
Glasgow Parallel Haskell (GpH) [Trinder et al., 1998].
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produce f idx = case f idx of

[1—1

(x:xs) — x : (produce f (idx + 1))
consume g acc [] = acc
consume g acc (x:xs) = consume g (g (X, acc)) xs

let xs = produce 0
in force xs ‘par’ consume xs
—— Force each element of a list to weak head normal form
where force [] = ()
force (x:xs) = x ‘pseq’ (force xs)

As Haskell’s types implicitly include a notion of laziness, there is no need to define a new data
type: in general, the tail of a list is not computed until its value is required. The definitions
of produce and consume are almost identical to the versions in sequential ML (i.e., without
futures). Unlike the form of parallelism used above, GpH expresses opportunities for parallelism
separately from the code that describes the extensional behavior of an algorithm. Thus rather than
annotating some expressions with the future keyword, consume is run in parallel with force,
a function that expresses a strategy for parallel evaluation. Note that force has no (extensional)
effect on the result of this program. Instead it describes a way of visiting parts of a data structure,
in this case a list, so that parts of that data structure will already be computed by the time that
they are required by consume. Strategies are expressed using the following pair of operators.

par : a—[f—0 pare;es = es
pseq : a— [ —p pseqe; e = 1,ife; =1
= 9 Otherwise

The first operator par states that two expressions can be run in parallel. Only the result of
the second argument is returned: the result of the first argument is discarded. In the example
above, the strategy affects the performance of consume because the variable Xs appears in both
arguments to par. This corresponds to some shared state between the two parallel branches.

The second operator pseq is similar to the built-in Haskell operator seq, in that it is strict
in both arguments. As discussed by Marlow et al. [2009], pseq also makes the operational
guarantee that the first argument will be evaluated first.

Implementation. Recent versions of GpH use a work-stealing scheduler. When a par is en-
countered, the first argument is pushed on a deque so that it may be stolen by another processor.
If argument is not stolen, then it is popped and discarded: the first argument is not evaluated if
the second argument is already in weak head normal form. This is different than an implementa-
tion of eager futures, where tasks popped from the bottom of the queue must be evaluated. This
points to an important difference in how partial speculation can be implemented. In this case,
there is no need make a distinction between fast and slow clones because tasks pushed onto a
deque will only be run after a steal: there is no equivalent of a fast clone. It is also unclear how
to apply the method of reasoning about cache misses used above. With partial speculation, a
parallel execution may run code that was never run during a sequential execution. Therefore the
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number of cache misses incurred during the sequential execution may tell us very little about the
number incurred during a parallel execution.

6.6.2 Cost Semantics

This leads us to the real challenge in programming with partial speculation: reasoning about
program performance. The term “full speculation” is meant to remind programmers that they will
pay (in the sense of spending resources) for all potential parallelism. With partial speculation it is
difficult to say what code will be run. This is true for the partial speculation found in both call-by-
value languages, such as Manticore, as well as call-by-need languages, such as Haskell. It is also
true for parallel languages that support search, for example as in some parallel implementations
of SAT. Here, it may be that a parallel implementation finds the required result very quickly
not because it explores a large part of the search space but rather because it happens to visit the
right part of that space very early in its execution. Addressing the questions about performance
considered in this thesis for partial speculation is an interesting area that I leave for future work.

6.7 Summary

In this chapter, I have extended my language and cost semantics with parallel futures. Though
parallel futures have appeared in the literature for nearly 30 years, there has been relatively little
work in understanding how they can be implemented efficiently. By leveraging the concept of
deviations, I have proved new bounds on the overhead of scheduling futures using existing work-
stealing scheduling policies. These results suggest novel alternatives to existing policies that may
incur less overhead. While I have addressed only the implementation of eager futures, related
forms of parallelism, including partial speculation, present interesting opportunities for future
work.

6.8 Related Work

Futures were originally proposed by Halstead [1985] as part of Multilisp and also appeared
in work by Kranz et al. [1989]. Light-weight implementations of futures were described by
Mohr et al. [1990] and Goldstein et al. [1996]. Parallel pipelining can also be implemented
using a number of other language features such as I-structures in ID [Arvind et al., 1989] and
streams in SISAL [Feo et al., 1990]. Blelloch and Reid-Miller [1997] give several example of
applications where the use of futures can asymptotically reduce the depth of the computation
graphs. They also give an upper bound on the time required to execute these computations by
giving an implementation of a greedy scheduler that supports futures. Blelloch and Reid-Miller
limit each future to a single touch to enable a more efficient implementation.

Static scheduling determines the mapping between parallel tasks and processors at compile
time and has been used in the implementation of stream processing languages (e.g., Gordon et al.
[2006]) where the hardware platforms are determined in advance. Stream processing includes
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limited forms of parallel pipelining, but static scheduling policies cannot support applications
where the structure of the pipeline depends on the program input.

Greiner and Blelloch [1999] give a cost semantics for what fully speculative parallelism, but
consider only an implementation using a depth-first scheduling policy. Partial speculation ap-
pears in languages such as Manticore [Fluet et al., 2008b] and Glasgow Parallel Haskell [Trinder
et al., 1998, Marlow et al., 2009]. While there are many similarities in the kinds of programs that
can be expressed using partial speculation, it is not obvious how to apply the methods described
in this chapter to reason about the performance of these programs.

The principle of work stealing goes back at least to work on parallel implementations of
functional programming languages in the early 1980’s [Burton and Sleep, 1981, Halstead, 1984].
It is a central part the implementation of the Cilk programming language [Frigo et al., 1998].
Cilk-style work stealing has also been implemented in Java [Lea, 2000], X10 [Agarwal et al.,
2007, Cong et al., 2008], and C++ [Intel Corporation, 2009].

Work stealing for nested-parallel programs (such as those in Cilk) was studied by Blumofe
and Leiserson [1999] who bounded the execution time in terms of the number of steals as well
as the additional space required. Agarwal et al. [2007] extend Blumofe and Leiserson’s work on
space bounds to terminally strict parallelism, a class of parallel programs broader than nested-
parallel (fully strict) programs but still not sufficiently expressive to build parallel pipelines.
Arora et al. [1998] give a work-stealing scheduler for unrestricted parallelism and bound the
number of steals and execution time but not space. They also consider performance in a multi-
programmed environment. Acar et al. [2000] bound the cache overhead of this scheduler using
drifted nodes (which I have re-dubbed deviations) but only for nested-parallel programs.
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Chapter 7

Implementation

The various semantics in previous chapters have served as abstract descriptions of how a parallel
programming language could be implemented. These semantics have omitted details about many
parts of the implementation, including the compiler, garbage collector, and hardware, to present
a simple picture of how different scheduling policies behave. In this chapter, I will describe the
implementation of a deterministic parallel language as part of an existing compiler and runtime
system. While previous implementations have served to describe how programs may be evalu-
ated, the purpose of this implementation is to improve the performance of programs through the
use of multi-processor and multi-core hardware. This implementation serves as a validation of
the abstractions used in previous chapters as well as a basis for an implementation that can be
used by programmers to make programs run faster. It also provide a framework for implementing
and experimenting with new scheduling policies.

My implementation is built as an extension of MLton [Weeks, 2006], a whole-program com-
piler for Standard ML (SML) [Milner et al., 1997]. I chose MLton because of its maturity and
stability, as well as the quality of its generated code. The first public release of MLton was
nearly 10 years ago, and it now supports five different architectures and eight operating systems.
For small programs, MLton achieves performance comparable with other mature compilers for
functional languages (e.g., GHC, OCaml) and is within a factor of two of top compilers for any
language [Weeks, 2006]. By leveraging MLton’s aggressive optimizations and representation
strategies, I was able to write much of the implementation of different scheduling policies in
SML.

My implementation is described in the following three sections. First, I will discuss changes
I made to the existing implementation of MLton, including changes to the native runtime sys-
tem, the compiler, and the accompanying libraries. Second, I will discuss the primitive building
blocks I designed and then used to implement nested fork-join and array parallelism, futures, and
synchronization variables [Blelloch et al., 1997]. Finally, I will describe my implementations of
three different scheduling policies.

One significant downside of choosing MLton over some other functional language imple-
mentations was that, at the time that I started my implementation, MLton was a uni-processor
implementation. While MLton included support for concurrency in the form of a light-weight,
user-level threading library, it did not support simultaneous execution of multiple threads. There-
fore, a significant part of my implementation work was to extend MLton to support execution
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on multiple processors simultaneously. To offset this effort, I made several decisions to limit the
other implementation work that I would perform as part of this thesis, as discussed below.

No Parallel Garbage Collection. Parallel garbage collection is critical in achieving good per-
formance in a parallel language. To understand why, consider a typical uni-processor application
that spends 10% of its time reclaiming memory using a garbage collector. If this 10% cannot
be parallelized then Amdahl’s law [Amdahl, 1967] states that the best achievable speed-up on
eight processors is 4.7.! However, the situation is even worse if we make the reasonable assump-
tion that each processor is generating garbage at the same rate. In that case, the best speed-up
achievable with eight processors is 1.1.2

Despite this, I have not implemented a parallel garbage collector as part of this thesis, for
the following two reasons. First, I know of no reason why previous work on parallel collection
for SML (e.g., Cheng and Blelloch [2001]) could not be integrated into my parallel version of
MLton. Thus, it is simply a matter of the engineering effort required to adapting this work to the
data structures used in the MLton runtime. Second, it is easy to measure the time consumed by
the garbage collector separately from the rest of the application. In the empirical results reported
in the next chapter, I will only report the time used by the application.

C Backend. MLton includes several backends, including native support for both the x86 and
AMD64 (also known as x86-64) architectures. It also includes a backend that generates platform-
independent C that can be used on any of the SPARC, PowerPC, HPPA, x86, and AMD64 plat-
forms. I chose to develop my extension to MLton as part of the C backend, because I planned to
use both 32- and 64-bit Intel platforms and because I believed that the C backend would be easier
to debug. Some cursory testing showed that for the benchmarks included in the MLton source
distribution, the C backend was only about 30% slower than the native x86 backend. In the end,
the only changes that I made that were specific to the C backend were a handful of lines used dur-
ing thread initialization and to access thread-local state. It should be relatively straightforward to
port these changes to the other backends.

No New Syntax. Though I have described nested parallelism and futures as extensions to the
syntax of a functional language, [ am mostly interested in how these features can be implemented.
Rather than modifying the parser found in MLton, I have implemented these features as a library.
Thus, an example such as, future produce (f, idx + 1) must be written as,
future (fn () = produce (f, idx + 1))

in my implementation. Extending the parser to support additional forms of expressions is trivial,
and unless I change the static semantics of the language, there few reasons to do so. Using
a library interface also allows programmers to debug programs using other implementations of
SML with a stub implementation of that interface. In many cases, I used this technique to develop
applications using SML/NJ [Appel and MacQueen, 1991], which offers fast, incremental re-
compilation, and then test the sequential version of an application. Because the same source

'In terms of the measure of efficiency used in the next chapter, each of the eight processors is 59% efficient.
2This yields only 14% efficiency.
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code could also be used in MLton, I could then quickly switch to MLton and run a parallel
version as well.

Limited Support For Other MLton Extensions. In addition to a threading library, MLton
also includes support for interrupt handlers, finalizers (¢f. [Boehm, 2003]), sample-based profil-
ing, and a foreign function interface that allows SML code to invoke functions written in C. My
parallel extension of MLton provides limited or no support for these features.

7.1 Changes To Existing Code

As noted above, MLton is a stable and mature implementation of SML. It also strives for sim-
plicity and adherence, when feasible, to a functional style of programming. These both helped
to facilitate my implementation work.

7.1.1 Runtime

The MLton runtime is comprised of a small amount of platform-specific code along with about
10,000 lines of C that is shared among all platforms. The garbage collector forms a large portion
of that platform-independent code.

MLton maintains activation frames for ML function calls using contiguous stacks. Regardless
of the backend, these stacks are maintained separately from the C call stack. These stacks are
heap allocated, but in contrast to the suggestion offered by Appel [1987], individual frames may
be reclaimed immediately after a function has returned. When there is not sufficient room for a
new activation frame, a new, larger stack is allocated in the heap, and existing frames are copied
to the new stack.

These stacks may be manipulated by the programmer using the MLton.Thread library. In
particular, this library forms a basis for an implementation of call/cc.

Spawning Threads. I chose to use the POSIX threads (pthreads) interface to expose hardware
parallelism. This means that my version of MLton supports parallel execution on any POSIX-
compliant operating system (OS). I will use the term “pthread” to distinguish these heavy-weight
threads from the user-level threads provided by MLton.Thread; other thread libraries would also
suffice.

I have added a new run-time parameter to indicate the number of pthreads that should be
spawned at the beginning of program execution. I rely on user-level threads (as implemented by
MLton.Thread) to manage the interleaving of parallel tasks on a single processor, and so I only
require one pthread per processor or processor core. User-level threads are significantly lighter
weight than pthreads in that user-level context switches require only updating a few fields of
the per-processor state and checking that there is adequate free heap space for the new thread to
continue.

After all run-time parameters are parsed and the heap is initialized, a set of pthreads is ini-
tialized. These pthreads cannot immediately call into generated code, however, as none have an
associated ML stack. Instead, they wait for the original OS-level thread to call into generated
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code and finish any initialization code found in the Basis. Once this step is completed, that thread
calls back into the runtime where its ML stack and associated data are duplicated, once for each
additional pthread. These threads then invoke a well-known function in the scheduler library and
wait for tasks to be added to the schedule queue. This initialization sequence is implemented by
the following two lines of ML (along with the supporting code in the runtime).

val () = (_export "Parallel_run”: (unit — empty) — unit;) return
val () = (_Limport "Parallel_init”: unit — unit;) ()

These lines use MLton’s foreign function interface (FFI) for importing C functions into ML and
exporting ML functions into C. The first line exports a function of type unit — empty (empty
is the empty type). In particular, it binds the function return, which invokes the main scheduler
loop, to the C identifier Parallel_run. The second line exposes a C function called Parallel_init,
which in C terminology takes no arguments and has return type void, and then immediately
invokes it. The implementation of Parallel_init duplicates the current ML stack, as described
above and then invokes Parallel_run. Note that these two lines must be evaluated in this order to
avoid a race condition. The MLton compiler tracks the effectfulness (or inversely, purity) of each
expression, and since parts of the FFI are considered effectful, the compiler will never reorder
these two declarations.

On Linux systems, I use the Portable Linux Processor Affinity (PLPA) library® to set the
affinity of each pthread. As I intend for there to be at most one pthread per processor, setting the
affinity helps to limit uncertainty caused by the kernel migrating pthreads from one processor to
another.

Exclusive Access. With relatively few changes to the compiler, these pthreads can then run
generated code independently. Difficulties only arise when one or more threads must modify the
state of some shared resource, for example as during a garbage collection or when allocating a
large object. To protect access to these resources, I added a global synchronization barrier to
the runtime. Whenever any pthread enters the runtime system, it first requests exclusive access.
While my implementation might distinguish between different kinds or instances of resources, a
single barrier is used for all exclusive access with the exception of allocation, as discussed below.

For a pthread to perform an operation such as a garbage collection, not only must all other
pthreads avoid entering the runtime system, but they must also expose any pointers so that the
collector can compute reachability correctly. MLton already uses safe points as part of its support
for interrupt handlers. It uses a form of software polling [Feeley, 1993] so that when an interrupt
is handled by the runtime, the allocation limit of the current thread is overwritten with a value
(e.g. zero). The current thread will then call into the runtime as soon as a safe point is reached.
A similar mechanism can be used to ensure that all pthreads reach the barrier in a timely manner.
MLton supports two different compilation modes with respect to the allocation limit, depending
on whether or not the program uses interrupt handlers. If the program does use interrupts, then
extra checks of the limit are added to loops that perform no allocation. Similar, checks are made
by programs that include uses of parallelism.

Once all pthreads have reached the barrier, one pthread at a time is allow to enter the critical

Shttp://www.open-mpi.org/projects/plpa/
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section and perform its required operation (if any). Upon either entering or leaving the critical
section, each pthread must ensure that any additional pointers are added to a globally accessible
data structure. Pthreads that enter the runtime because of an allocation request also put the
parameters of that request in a globally accessible data structure so that at most one garbage
collection is performed in each synchronization round.

Allocation. Using such a heavy-weight synchronization mechanism for every allocation would
be far too expensive. My implementation divides the unused portion of the heap and allows each
pthread to allocate in that portion without further synchronization. Rather than assume that all
pthreads will allocate at the same rate, however, free space is parceled out to processors in four
kilobyte pages. Within a page, memory is allocated using the pointer-bumping scheme already
present in MLton. When a page is exhausted, the pthread attempts to claim another empty page
using an atomic compare-and-swap operation. Note that allocation pages are specific to a pthread
and not a user-level thread. Though this may result in poorer locality among heap objects, it
means maintaining less state for each user-level thread and less overhead in switching between
user-level threads.

Pthread-Local State. Each pthread must maintain its own allocation pointer (a pointer to the
next free memory cell) and limit (the end of the last free memory cell), as well as pointers to the
current stack and thread data structures. This information was already stored in the GC _state
structure, so I modified the runtime to allocate one such structure for each pthread. After each
such structure is initialized, it is associated with a pthread using pthread_setspecific, a function
that creates a map that, given a key, assigns a different value for each pthread. When a call is
made into the runtime system, a call to pthread_getspecific returns a pointer to the GC_state
associated with the current pthread. Once a reference to this state is on the C stack it is relatively
easy to pass this state explicitly within the runtime either by adding or reusing a function param-
eter. Some information in the GC_state structure is common to all processors, however, and a
more robust solution would be to split this structure into two parts, separating global state from
processor-specific state. I leave such an implementation for future work: at the time that I began
my implementation, it was not clear to me how to split this state and, though not as maintainable,
duplicating the shared state was more expedient.

The generated C code also makes frequent access to parts of the GC_state structure, espe-
cially the allocation pointer and limit as well as the stack pointer and limit. When using the C
backend, MLton compiles a program into a large switch statement with each function imple-
mented (roughly) by a single case. Due to limitations in C compilers, this switch statement
must be divided into many “chunks,” where each chunk consists of a C function with a sin-
gle switch statement. Each such function includes several local variables that act as virtual
registers for holding the allocation and stack state. I have added an additional local variable
and a call to pthread_getspecific to initialize this variable at the beginning of each chunk.
Though this pthread-specific state could be passed explicitly between chunks (to avoid calls to
pthread_getspecific), MLton already attempts to limit the number of inter-chunk calls (because
they are more expensive) by moving mutually invoked ML functions into the same chunk. This
has the effect of also limiting the number of calls to pthread_getspecific.
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7.1.2 Compiler

The MLton compiler itself consists of approximately 140,000 lines of SML. Fortunately, nearly
all of the compiler generates code that is safe for parallel evaluation. In this section, I will
describe the changes I was required to make to ensure correct parallel evaluation, both in terms
of the extensional behavior of programs and performance.

Much like the “virtual registers” used to store information about free allocation space and the
stack, the C backend defines a set of global variables as temporaries that are used by the gen-
erated code. To support multiple processors, I have moved these temporaries into the functions
defining each chunk as local variables. This has little effect on the overall memory use of the
program since inter-chunk calls are made via a trampoline [Steele, 1978] rather than direct func-
tion calls. New frames are added to the C stack only to make FFI calls from native C functions
into ML. Thus the total number of frames on the C stack, each of which includes space for these
temporaries, will never exceed the number of interleaved calls from C to ML and vice versa.

MLton also uses global variables to store the arguments, results, and identity of ML functions
exported through the FFI. The export portion of the FFI is implemented using a single function
that is exported into the C name-space and a table on the ML side to dispatch calls accounting
to one of these variables. In my extension of MLton, I moved the variable identifying which
function is being invoked (the so-called “operation”) into the processor-specific state. Thus in
my version of MLton, only ML functions of type unit — unit may be safely exported. This is
sufficient for the uses of the FFI used in my parallel implementation. Since I branched the MLton
source code, the implementation of this portion of the FFI has changed to only require a single
global variable. Therefore, a small change to my method would be sufficient to support the full
range of exported ML functions.

One final example of a global variable that I was required to move into the processor-specific
state is the variable holding the exception that is currently being raised.* To be more precise, this
variable holds such an exception for the short duration between the moment when it is raised and
when it is handled. If two processors were to both raise exceptions at the same time, then if one
processor were to overwrite this variable in between a write and a read performed by the other
processor, then both processors would, in effect raise the same exception. Like the case of the
current FFI operation, moving this variable to the processor-specific state avoids this problem.

Reference Flattening. I will describe one optimization, reference flattening, that is imple-
mented in MLton in more detail because it was not, as it was originally implemented, safe-for-
space [Shao and Appel, 1994]. Analogously to tuple flattening, references that appear in heap-
allocated data structures (e.g. records) may be flattened® or treated as a mutable field within that
structure. At run time, such a reference is represented as a pointer to the containing structure.
Accesses to the reference must computed using an offset from that pointer.

This optimization can save some memory by eliminating the memory cell associated with the
reference. However, it can also increase the use of memory. As the reference is represented as a
pointer to the entire structure, all of the elements of the structure will be reachable anywhere the

4This variable has the rather overly general name globalObjptrNonRoot and is meant to hold arbitrary pointers

that need not be traced by the collector. Its only use in the current version of MLton is that described in the text.
SThis is an entirely different use of the word “flattening” than that used in Chapter 5.
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reference is reachable. If the reference would have outlived its enclosing structure then flattening
will extend the lifetime of the other components.

To avoid asymptotically increasing the use of memory, MLton uses the types of the other
components of the structure to conservatively estimate the size of each component. If any com-
ponent could be of unbounded size then the reference is not flattened. The problem was that this
analysis was not sufficiently conservative in its treatment of recursive types. Though a single
value of a recursive type will only require bounded space, an unbounded number of these val-
ues may be reachable through a single pointer. Based on my reporting, this problem has been
corrected in a recent version in the MLton source repository. I will also discuss the particular
program that led me to find this bug in the next chapter.

7.1.3 Libraries

While most of the MLton implementation of the Basis library and MLton’s extensions to the
Basis is written in a functional style, some parts use mutable state either for reasons of efficiency
or because the of the functionality that is provided. Fortunately, these instances are relatively
easy to find by looking for occurrences of either the ref or array constructors.

An example of where mutable state is used to improve performance is in the implementation
of integer-to-string conversion. Here, a single buffer is allocated during initialization and is then
used to store the results of formatting an integer. This avoids allocating many small, short-lived
objects in programs that make heavy use of integer formatting. A similar device is used in
some of the floating-point number conversions. In these cases, global mutable state is protected
against race conditions that may occur because of interrupts but not because of multi-processor
execution.

Another use of mutable state occurs in the implementation of MLton’s user-level thread li-
brary, MLton.Thread. In this case, mutable state is used to implement the creation of new
user-level threads. To create a new thread, the function that will be executed by that thread must
be specified. Given the interface to creating new threads provided by the runtime system, this
function must be stored in a reference cell so that it can be communicated to the newly created
thread. Obviously each processor requires its own such reference cell.

In my extension of MLton, I have addressed these uses of mutable state on an ad hoc basis
and as necessary. However, a more robust solution would be to add a compiler extension that
would provide a notion of processor-specific state in ML. In a program compiled for only a
single processor, such state could be implemented using a reference cell, but in a multi-processor
compilation, it would be implemented as an array. Uses of that array could then be automatically
indexed by the current processor. I leave such a solution to future work.

7.2 Implementing Parallelism

The extensions to MLton described in the previous section enable the MLton runtime to run code
on multiple processors simultaneously, but offer no additional language tools or features to help
programmers manage this process. In fact, those extensions could be used to support a variety
of different styles of multi-processor programming, including both parallelism and concurrency
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(e.g., CML [Reppy, 1999]).% In this section, I will describe a library that provides support for
various deterministic parallel primitives in MLton.

This library is factored into three parts: a set of primitives for managing parallel tasks, an
interface for writing parallel programs, and a set of scheduling policies. This architecture en-
ables me to easily reuse code between different forms of parallelism and to quickly implement
new scheduling policies. Moreover these primitives also serve to isolate the implementation of
different forms of parallelism (e.g., nested parallelism, futures) from the scheduling policy.

7.2.1 Managing Tasks

The set of primitives described are not meant to be used by programmers directly, but instead as
a basis for building parallel language features such as synchronization variables, fork-join par-
allelism, and futures (as described below). As such, programs that use these primitives directly
will not be parallel programs, but concurrent ones: programs where the result depends on the
how the effects of different processors are interleaved. Note that I am not claiming that these are
the only set of primitives for building concurrent programs, only that they provide a clean way
of implementing the forms of parallelism described in the next section.

The two core primitives provide an interface for initiating new parallel tasks and ending them.

type empty (x the empty type x)

type task = unit — empty

(x tasks are forced to call return when they are done x)
val add : task — unit

val return : task

The add primitive takes a function as an argument that should be added to the set of ready tasks.
To force users of these primitives into a discipline of explicitly ending parallel tasks, the signature
requires that every job returns a value from the empty type. In fact, empty is defined to be equal
to the unit type, but this equality is hidden using opaque signature ascription. The only way
to convince the compiler that you have obtained such a value is to call return. When invoked,
return jumps back into the scheduler loop to execute the next task.

These primitives also include a mechanism for delaying the execution of a piece of code.

type o susp (x type of suspensions waiting for an o x)
val suspend : (a susp — unit) — «
val resume : o susp * a — unit

The function suspend is used when the further execution of current task must be delayed (for
example when a future that has not yet been computed is touched). It reifies the current context
and passes that context to its argument (much like call/cc). This argument should store the
suspension in some mutable data structure and return control to the scheduler so that the next
task may be scheduled. In particular, this argument should not invoke resume. These primitives
are implemented efficiently with a lightweight wrapper around MLton’s user-level thread library.

®A group working under Suresh Jagannathan at Purdue University is currently implementing a version of CML
based on my extension of MLton.
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One subtle aspect of this implementation is that since callers of suspend will typically store
the reified context in a shared data structure, there is often a potential race between the current
processor and another processor that reads from that data structure and resumes the suspension.
Recall that in MLton, the call stack is implemented using an empheral data structure; this call
stack forms a large portion of the reified context described above. This problem was also noted
by Li et al. [2007] in the context of designing concurrency primitives in Haskell.

I have implemented suspend and values of type o SUSp in such a way that users of suspend
need not be concerned with these race conditions: the argument to suspend is not run using the
same thread or stack as was used to call suspend. That is, instead of switching to a new thread
after the invocation of the argument to suspend, this switch occurs before the argument is in-
voked. Rather than creating a new thread solely to execute the argument to suspend, the imple-
mentation takes the next task that will be executed from the scheduling policy and temporarily
hijacks the thread that will be used to execute that task. (If there is no task to be executed then a
new thread will be created to run the argument to suspend.) This avoids the overhead of creat-
ing a new thread as well as the additional synchronization that would be necessary to invoke the
argument to suspend atomically.

I also provide a three variations of the add primitive described above. The first variation
allows tasks to be removed from the set of ready tasks.

type token (x identifies a task in the set of ready tasks *)
val add’ : task — token
val remove : token — bool

It returns a token which serves to uniquely identify this task in the ready set. A complementary
primitive remove allows tasks to be removed from the ready set. It returns a boolean indicating
whether or not the task was successfully removed. Note that remove does not cancel an existing
task. Instead it only removes tasks which have not yet started execution. The primitive remove
returns true if and only if the given task will not be executed.

The second variation of the add has the same type as the original but assigns a different
priority to the given task.

val run : task — unit

The function run behaves similarly to add except that instead of adding its argument to the set of
ready tasks, it adds a task containing the current continuation and begins running the argument
instead: it prioritizes its argument over the continuation.

The final variation of the add primitive, called yield, adds a task to the ready set that repre-
sents the current continuation.

val yield : unit — unit

This primitive should be invoked if there is still work to be performed in the current task, but that
task should yield to a higher priority task, if any. The full signature is shown in Figure 7.1.

7.2.2 From Concurrency to Parallelism

The primitives described in the previous section can be composed, along with a few other data
structures and synchronization primitives, to provide implementations of nested parallelism and
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Figure 7.1 Task Management Primitives. An implementation of this signature is used in imple-
menting the various forms of parallelism found in this thesis, as described in the text.

signature TASK SET =

sig
type empty (x the empty type *)
(x Tasks are forced to call return when they are done. x)
type task = unit — empty

(x Add a new task to the ready set. )
val add : task — unit
val return : task

(x Provide a call/cc—like mechanism for adding tasks. )
type o susp (* type of suspensions waiting for an o *)
val suspend : (o susp — unit) — «

val resume : o susp * a — unit

(* Add a task in such a way that it can be removed from the ready set. %)
type token (x identifies a task in the set of ready tasks *)

val add’ : task — token

val remove : token — bool

(*x Add the current continuation to the set of ready tasks and continue with the given task. %)
val run : task — unit

(* Add the current continutation as a task if there is another task to run instead x)
val yield : unit — unit
end
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parallel futures. As noted above, doing so requires writing concurrent programs. I again draw
an analogy to garbage collection. Just as a garbage collector manages memory explicitly so that,
from the point of view of the applications, it is managed automatically, a similar role is played by
my parallel library: I have implemented a library using concurrency so that programmers don’t
have to. In the remainder of this section, I will give implementations of both nested parallelism
and parallel futures, along with an implementation of synchronization variables, which are used
in the implementations of the other two.

Synchronization Variables. A synchronization variable [Blelloch et al., 1997] (or single cell
I-structure [Arvind et al., 1989]) is a write-once memory cell where attempts to read the contents
of the cell before anything is written force readers to block until a value is available: every
reader will see the same value. Figure 7.2 shows a implementation synchronization variables
based on that found in my extension of MLton. (I have omitted some instrumentation for the
sake of clarity.) This implementation defines two types (including one auxiliary type) and three
functions. First, I define a datatype that will be used to record the state of a synchronization
variable: either there are zero or more readers waiting on the value of the variable or the value
has already been written. A synchronization variable is a reference to a instance of this datatype.
The first function var creates a new, empty synchronization variable with a new lock and an
empty list of waiting tasks.

The read function first checks if to see if a value has been written. If that is the case then
it simply returns that value. If not, then it takes the lock and re-reads to avoid a race. If the
value still has not been written, then it calls suspend and adds the suspension to the list of tasks
waiting for the value.

Ignoring the erroneous and impossible cases, the write function takes the lock, reads the list
of waiting suspends, and writes the new value. It then resumes each of the readers that have
suspending waiting for the value.

Unlike the other forms of parallelism implemented below, it is easy to create programs that
misuse synchronization variables and, as a result, deadlock. For example, a program that reads
from such a variable without ever writing to it, or a program with two synchronization variables
where the write to each variable is guarded by a read to the other. It is also easy to write pro-
grams that incur runtime errors by writing to a future multiple times. For these reasons, I do not
advocate building applications with them but describe them here only because they are useful in
implementing the other forms of parallelism described below.

Fork-Join Parallelism. The first form of nested parallelism that I considered in this thesis
was based on parallel pairs, or fork-join parallelism. Rather than writing {e;, 5}, programmers
using my MLton implementation write fork (fn () = ey, fn () = e5). A simplified version of
the implementation of fork is shown in Figure 7.3.

This implementation uses a synchronization variable to store the result of the right-hand
branch and to synchronize between the two branches. Though simplified, it gives an example
of how synchronization variables are used. Consider an execution on a uni-processor machine.
At line 5, a new task is added to the ready set. The processor will continue by evaluating f ().
It will attempt to read the value of the synchronization variable v at line 8. This will suspend,

125



Figure 7.2 Implementation of Synchronization Variables. This structure shows an implementa-
tion of synchronization variables based on locks and the primitives shown in Figure 7.1.

structure SyncVar =
struct
datatype o state =
Waiting of Lock.lock « « susp list
| Done of a
(* type of synchronization variables; abstract in signature x)
type o var = « state ref

fun var () = ref (Waiting (Lock.new (), nil))

funreadv =
case lv
of Done a = a (x do the easy case first x)
| Waiting (Ik, ) =

let in (* take the lock )
Lock.lock Ik;
case v (x read again, now with lock x)

of Done a = (Lock.unlock Ik; a)
| Waiting (_, readers) =
suspend (fn k = (v := Waiting (lk, k::readers);
Lock.unlock Ik))
end

fun write (v, a) =
case lv of Done _ = raise ... (x can’t have two writes )
| Waiting (Ik, _) =
let (x first take the lock )
val () = Lock.lock lk
(* now read the wait list *)
val readers = case v
of Waiting (_, readers) = readers
| Done _ = raise ... (x async write? %)
val () = v :=Done a
val () = Lock.unlock Ik
in (x add readers to the queue *)
app (fn k = resume (k, a)) readers
end
end
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10

Figure 7.3 Simple Implementation of Fork. This implementation does not properly handle ex-
ceptions nor implement any of several possible optimizations. A more sophisticated version is
shown in Figure 7.4.

fun fork (f, g) =
let
(* create a shared variable for the right—hand side *)
val v = SyncVar.var ()
val () = add (fn () = (SyncVar.write (v, g ());
return ()))

vala="()

val b = SyncVar.read v
in

(a, b)
end

since no processor has yet evaluated g. The processor will then evaluate the only ready task:
the task added at line 5. Once g has been evaluated, it will resume the suspended task and then
return to the schedule. At this point, there is again exactly one ready task, which will continue
by building a pair of the results of calling f and g. This implementation, however, is lacking in
several respects. A more complete version is shown in Figure 7.4 and discussed below.

First, the simplified implementation does not accurately reflect the parallelism that I have
discussed in previous chapters. While it allows the current task to be preempted when it invokes
add, it does not allow any other task to run between the invocation of g and code that runs after
the join. To allow the scheduling policy to run a different task instead, I add several calls to yield
including one just before the final result is constructed.

Second, I admit one limited form of effects: exceptions, despite the fact that I encourage pro-
grammers to write functional code. Given the implementation in the text above, any exception
raised by g would be lost. Furthermore, if any exception were raised by g then the call to read
at line 8 would never return. The implementation in the figure properly handles exceptions by
catching any exceptions and storing either the normal result or the exception in the synchroniza-
tion variable.

I should point out, however, there are some cases where the performance of this implementa-
tion may differ from an SML programmer’s expectation. For example, while the following code
will raise a Match exception as expected, if another processor starts evaluating on the second ar-
gument to fork, that processor will continue to loop for the remainder of the program execution.

fork (fn () = (... (x busy wait x); raise Match),
let fun loop () = loop () in loop () end)

Handling this case more consistently with SML’s sequential cost semantics would require a

mechanism for canceling tasks. As I have not implemented such a mechanism, I advise pro-

grammers not to use exceptions within parallel tasks to guard against meaningless cases.
Finally, the implementation above misses an important opportunity for optimization. In many
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Figure 7.4 Implementation of Fork-Join Parallelism. This figure shows a more realistic version
of fork. This implementation handles exceptions properly and also avoids running tasks taken

from the task queue if there is a more efficient alternative.

structure ForkJoin =

struct
datatype o result =
Finished of o
| Raised of exn
fun fork (f, g) =
let
(x Used to hold the result of the right—hand side in the case where
that code is executed in parallel. x)
val var = SyncVar.var ()
(x Closure used to run the right—hand side... but only in the case
where that code is run in parallel. x)
fun rightside () = (SyncVar.write (var, Finished (g ())
handle e = Raised e);
return ())
(x Offer the right side to any processor that wants it *)
val t = add’ rightside (x might suspend x)
(x Run the left side *)
vala="()
handle e = (ignore (remove t); yield (); raise €)
(x Try to retract our offer — if successful, run the right side
ourselves. *)
val b = if remove t then
(* no need to yield since we expect this work to be the next thing
in the queue *)
g()
handle e = (yield (); raise e)
else
case SyncVar.read var of (Finished b) = b
| (Raised e) = (yield (); raise e)
yield ();
(a,b)
end

end
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Figure 7.5 Signature For Parallel Vectors. This signature describes the operations on parallel
vectors supported by my implementation.

signature PARALLEL VECTOR =
sig
type « vector = o Vector.vector
(x The first argument of the next six functions indicates the maximum number of elements
that will be processed sequentially. x)
val tabulate : int — (int — a) — int — « vector
val replicate : int — (int x a) — « vector
val index : int — int — int vector
val map : int — (o — () — « vector — 3 vector
val concat : int — (« vector x « vector) — « vector
val reduce :int — (6 x 8 — ) — § — (o — ) — « vector — [
(x These two functions do not offer any parallelism: both require only constant work and
depth. x)
val length : a vector — int
val sub : o vector x int — «
end

cases, the combined cost of synchronizing on the shared variable, removing a task from a deque,
and running it is much higher than simply running the task directly (in this case calling g). This
is the observation that leads to the fast/slow clone compilation technique used in the implemen-
tation of Cilk [Frigo et al., 1998] (cf., Chapter 6).

The implementation given in the figure uses the add’/remove interface to remove unexecuted
tasks from the ready set. That is, the task added at line 19 is, if no other processor has started to
execute it, removed at line 25. When that task is removed successfully, g is invoked directly and
no synchronization is necessary after g is completed. A similar optimization based on removing
tasks is also used in Doug Lea’s implementation of fork-join in Java.’

Parallel Vectors. Though I have not implemented the flattening transformation described in
Chapter 5 as part of my MLton implementation, I still support the collection-oriented operations
described in that chapter. Figure 7.5 shows a portion of that signature.

Each of the functions that processes multiple elements of a vector takes an integer argument
that indicates the maximum number of elements that should be processed sequentially; this is
the first argument to the first six functions that appear in the signature. This argument enables
programmers to throttle the number of parallel tasks and should be set depending on the amount
of computation associated with each vector element.

The functions tabulate, map, length, and sub should be familiar to functional programmers.
replicate and index are described in Chapter 5 and can be implemented easily using tabulate.

The last function, reduce, is a generalization of the common foldl and foldr functions and

"This was described in Lea’s talk at IBM T.J. Watson Research Center on November 3, 2008.
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Figure 7.6 Implementation of Futures. This structure shows how parallel futures can be imple-
mented using synchronization variables and the task management primitives shown previously.

structure Future =

struct
datatype « result = Finished of o | Raised of exn
type « future = « result SyncVar.var

fun future f =
let
val v = SyncVar.var ()
in
run (fn () = (SyncVar.write (v,
Finished (f ()) handle e = Raised e);
return ()));
V (x return the variable x)
end

fun touch v = case SyncVar.read v
of Finished v = (yield (); v)
| Raised e = (yield (); raise e)
end

enables the programmer to aggregate the values in a vector. Unlike foldl and foldr, which traverse
the vector in a specified order, reduce performs that aggregation in parallel. For example, the
following code computes the sum of the elements of a vector v.
reduce maxSeqop+ 0 (fni=i)v
One can think of the second argument like the multiplication operation of a group and the third
argument as the unit. The fourth argument acts as injection function from elements of the vector
into the group. If multiplication operation is associative and the unit is the identity element of
the group (as required by the group laws), then reduce behaves (extensionally) according to the
following equivalence:
reduce - m u inj v = Vector.foldl (fn (a, b) = m (inja, b)) uv

The functions in this signature are implemented using ForkJoin.fork. For each of these func-
tions, if the input set is larger than the maximum number of elements that should be processed
sequentially, the set of elements is split in half and each half is then considered in parallel using
fork. Each half may be split again until the set becomes small enough to process sequentially.

Futures. Finally, I will consider an implementation of parallel futures in the style of those
found in Multilisp [Halstead, 1985]. Figure 7.6 shows the source code of my implementation.
Like the implementation of fork-join, I use a synchronization variable to communicate results
between parallel tasks. In fact, a future is largely a wrapper around a synchronization variable
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Figure 7.7 Signature For Scheduling Policy. This signature describes the functionality required
from a scheduling policy. To add new scheduling policies to my implementation, one must
provide an implementation of this signature.

signature SCHEDULING _POLICY =
sig

(x processor identifier x)

type proc = int

type task = TaskSet.task

(x the first argument is the identifier of the current processor %)
(x add new task to the queue; highest priority appears first x)
val enque : proc — task list — unit
(x remove the next, highest priority task *)
val deque : proc — task option
(x mark the most recent task as completed x)
val finish : proc — unit
(x is there higher priority task for the given processor? x)
val shouldYield : proc — bool
end

that accounts for exceptions and adds the necessary yields. In addition, because this synchroniza-
tion variable is not bound in the body of the future, there is no way (without using some other
effects) for a single task to read the variable before writing to it. This implies that there is no way
for a program that uses futures (or a combination of futures and nested-parallelism) to deadlock.
In addition, this use of synchronization variables is guaranteed to write to each variable at most
once, avoiding any runtime errors that would occur due to multiple writes to the same variable.

7.3 Scheduling

Given that task synchronization and a simple programmer interface are implemented elsewhere,
all that remains for the scheduling policy is to maintain the set of ready tasks and, when a pro-
cessor becomes idle, find another task for it to execute.

The interface to the scheduling policy looks much like the interface for a priority queue.
However, priorities are not assigned by the user of the queue but predominately by the queue
itself. Users of a scheduling policy only assign relative priority when adding a new task: by
choosing either add or run, the implementer determines whether the argument to these functions
or the continuation will be run first. The scheduling policy determines the priority between tasks
added at different times or by different processors. The signature implemented by scheduling
policies is shown in Figure 7.7.

All the functions of a scheduling policy are parametrized by the current processor. Given
the purpose of scheduling policies, the functions enque and deque should be self-explanatory.
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The finish function is called once for each task removed from the queue. For many scheduling
policies, finish does nothing. The final function shouldYield is used to avoid some non-trivial
thread operations in cases where they are unnecessary. This function returns a boolean value
that indicates whether or not there is any other ready task that has a higher priority (as assigned
by the scheduling policy) than the task being evaluated by the current processor. If the result
is true, then the current task should be suspended and enqueued. Otherwise, the current task
can continue. This operation is discussed in more detail in the description of the work-stealing
scheduler below. I present this interface as an SML signature; I believe that this abstraction
would be useful for implementations of deterministic parallelism in other languages.

The main loop executed by each of the processors and implemented as part of the implemen-
tation of the TASK_SET signature consists of repeatedly calling deque, running the task that is
returned, and then calling finish.

7.3.1 Breadth-First Scheduling

As has been noted in previous chapters, the breadth-first schedule often results in poor perfor-
mance with respect to application memory use. Despite this, it is often the first (and occasionally
only) scheduling policy to be implemented in a parallel or concurrent language. It is a “fair”
scheduling policy in that it divides computational resources among all active threads and so is a
reasonable choice for languages that support only a small number of threads or concurrent lan-
guages, where some notion of fairness is expected by programmers. The breadth-first policy is
easy to implement and the simplest policy in my implementation.

Iimplemented a breadth-first policy in part to test other aspects of my parallel implementation
and in part because I wanted to test my hypotheses about the performance of applications using
a breadth-first schedule.

The breadth-first policy maintains tasks as a FIFO queue implemented using a doubly-linked
list: new tasks are added to the end of the queue and tasks are always removed from the beginning
of the queue. Access to the queue is protected by a single, global lock.

An integer reference cell is associated with each task in the queue. When a request to remove
a task from the queue is made, the value of this cell is atomically updated to indicate that it
should not be run. Conversely, when a task is about to be run, this cell is atomically updated to
indicate that subsequent attempts to remove it should fail. While this could be implemented as a
boolean, I have only added infrastructure supporting atomic updates on integer values.

More efficient implementations are possible, for example, using a finer-grained locking scheme
or a ring buffer to avoid some allocation. However, as the purpose of this implementation was
for the most part to test theories about memory use, [ have not pursued these alternatives.

7.3.2 Depth-First Scheduling

The parallel depth-first policy [Blelloch et al., 1999] prioritizes tasks according to a left-to-right,
depth-first traversal of the computation graph. While the simulation of the depth-first policy
described in Chapter 4 used a queue that was implemented using only a linked list, a true multi-
core implementation requires some more sophistication. While the simulation fully synchronizes
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all processors after each step (since they are simulated using a sequential program), a multi-
processor implementation will execute tasks more independently. For example, consider the
following scenario. Say that two processors p and ¢ are working in parallel with p working on
task that is “to the left” of the one upon which ¢ is working. Furthermore, say that ¢ adds a new
task during the same period of time that p works on its task. If p subsequently interacts with
the scheduler (providing an opportunity to switch tasks), it should not start working on any task
added by ¢ since, by definition, any such task is to the right of where p is working. Thus tasks
should be added to the queue relative to their parent task. In this example, any task added by ¢
should be prioritized lower that any task added by p.

Like the policy implemented as part of my profiling tools, my MLton implementation uses
a single global queue and runs tasks from the front of the queue. To account for the situation
described above, this queue is not maintained in a strictly LIFO manner: to ensure that my
implementation obeys the global left-to-right ordering, the children of the leftmost task must be
given higher priority than the children of nodes further to the right. Thus, in a sense, priority is
inherited. To assign proper priorities, my implementation also maintains one “finger” for each
processor that indicates where new tasks should be inserted into the queue. The finish function
is used to clean up any state associated with this finger.

I also experimented with a scheduling policy without this complication (where the global
queue is maintained as LIFO stack). However, as noted above, this policy is not faithful to a
depth-first scheduling policy. There is little theoretical work addressing this form of scheduling,
and I have not considered it in my experiments.

7.3.3 Work-Stealing Scheduling

My work-stealing implementation is based roughly on that implemented in Cilk [Frigo et al.,
1998, Blumofe and Leiserson, 1999]. Like other work-stealing implementations, it maintains a
set of deques. Locally, each queue is maintained using a LIFO discipline. However, if one of
the processors should exhaust its own queue, it randomly selects another processor to steal from
and then removes the oldest task from that queue. In the common case, each processor only
accesses its own queue, so it can use a more finely-grained synchronization mechanism than in
the other two scheduling policies to serialize concurrent access. This leads to less contention
and significantly smaller overhead compared to the breadth- and depth-first schedulers, both of
which use a single global queue.

Because a work-stealing policy favors local work, a deque that immediately follows an
enque will always return the task that was added. My implementation avoids these two op-
erations (and also avoids suspending the current thread) by always returning false as the result
of shouldYield. The implementation of the task management primitives calls this function in
cases where a deque will immediately follow an enque and, when it returns false, continues by
executing the given task directly.

My work-stealing implementation is also parametrized to account for the design choices
discussed in Chapter 6. These are specified as compile-time parameters.
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7.4 Instrumentation

MLton already provides mechanisms for collecting data about allocation and how time is spent.
To this, I have added instrumentation for recording the number of steals and deviations. As I am
interested not only in the amount of data that is allocated but also the amount of live data at any
point in time, I implemented the following novel technique for efficiently measuring memory use
with a well-defined bound on the error.

Efficiently Measuring Memory Use. One method to measure memory use is to record the
maximum amount of live data found in the heap at the end of any garbage collection. Using the
collector to determine the high-water mark of memory use with perfect accuracy would require a
collection after every allocation or pointer update. This would be prohibitively expensive. Unfor-
tunately, the default behavior of most collectors is also a poor choice: most collectors, including
that found in MLton, require time proportional to the amount of live data and are therefore de-
signed to perform collections when memory use is relatively low. In other words, achieving
efficient collection is directly at odds with performing accurate measurements of memory use.

In my early empirical work, I manually added explicit garbage collections at points I be-
lieved likely to correspond to the high-water mark. Such efforts on the part of the programmer
(including me) are obviously error-prone, however. Furthermore, there is no way to understand
the accuracy of these measurements.

To rectify this problem, I have modified MLton’s garbage collector to measure memory use
with bounded error and relatively small effects on performance. To measure the high-water
mark within a fraction F of the true value, I restrict the amount of memory available for new
allocations as follows. At the end of each collection, given a high-water mark of M bytes and
L bytes of live data currently in the heap, I restrict allocation so that no more than M * (1 +
E) — L bytes will be allocated before the next collection. In the interim between collections (i.e.,
between measurements) the high-water mark will be no more than M « (1 + FE) bytes. Since
the collector will report at least M bytes, we will achieve the desired level of accuracy. This
technique differs from most collector implementations, which use only the current amount of
live data L in determining when to perform the next collection.

For example, suppose that during the execution of a program, we have already observed 10
MB of live data in the heap but at the present moment (just after completing a collection), there
is only 5 MB of live data. If we are satisfied with knowing the high-water mark to within 20% of
the true value, then we constrain the collector to allocate at most 10%(1+4-0.2) —5 = 7 MB before
performing another collection. Even if all of this newly allocated data was live at some point in
time, the high-water mark would never exceed 12 MB. At the end of the second collection, the
collector will report a high-water mark no less than 10 MB.

The two key properties of this technique are, first, that is slowly increases the threshold of
available memory (yielding an accurate result) and second, that it dynamically sets the period
between collections (as measured in bytes allocated) to avoid performing collections when doing
so would not give any new information about the high-water mark. Continuing the example
above, if the second collection found only 1 MB of live data, then there is no reason to perform
another collection until at least 11 MB of new data have been allocated.
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Note that this technique may also be combined with a generational garbage collector [Lieber-
man and Hewitt, 1983, Ungar, 1984], for example, as in MLton. In this case, limiting allocation
simply means limiting the size of the nursery. As in an Appel-style generational collector [Appel,
1989], all of the remaining space may be assigned to the older generation. Thus, this technique
need not increase the frequency of major collections. When reporting the high-water mark after
a minor collection, the collector must assume that all of the data in the older generation is live.

As I report in the next chapter, this technique has enabled me to measure memory use with
low overhead and predicable results without additional effort on the part of the programmer.

7.5 Summary

This chapter describes my parallel extension to MLton. This is the first extension of MLton to
support execution on multiple processors or processor cores. The changes I have made to the
MLton runtime system and compiler are not specific to the forms of parallelism described in this
thesis and should be applicable to other parallel and concurrent extensions of MLton. I have
divided the remainder of my implementation into three parts: a set of primitives for managing
parallel tasks, functions that enable the programmer to write parallel programs, and the imple-
mentation of three scheduling policies. This architecture enables new parallel features and new
scheduling policies to be easily added to the implementation. I have also added a novel mech-
anism for measuring the high-water mark of memory use with a bounded amount of error and
relatively low overhead.

7.6 Related Work

There are a number of parallel implementations of functional languages including Multilisp [Hal-
stead, 1985], MUL-T [Kranz et al., 1989, Mohr et al., 1990], ID Arvind et al. 1989, pH [Aditya
et al., 1995]), and Glasgow Parallel Haskell [Trinder et al., 1998]. All of the these implementa-
tions include a single (possibly unspecified) scheduling policy.

Morrisett and Tolmach [1993] describe a portable extension of Standard ML of New Jersey
[Appel and MacQueen, 1991] that supports multi-processor execution. They define primitives
that implement processor-specific state and mutual exclusion and use them to implement a thread
library and a version of Concurrent ML [Reppy, 1999]. Though the focus in that work was on
portability, building portable multi-processor runtimes has become more straightforward since
the introduction of standards such as POSIX and pthreads. Other Standard ML implementations
that support multi-processor execution include MLj [Benton et al., 1998] and SML.NET [Benton
et al., 2004], which are both built on top of virtual machines.

Many of the work-stealing techniques developed in Cilk [Frigo et al., 1998] have been used
elsewhere, including JCilk [Danaher et al., 2006], X10 [Agarwal et al., 2007], Manticore [Fluet
et al., 2008a], and Intel’s Threading Building Blocks [Intel Corporation, 2009]. Narlikar and
Blelloch [1999] implement a hybrid depth-first and work-stealing scheduler.

The scheduling policy is typically not as important in concurrent languages such as Con-
current ML [Reppy, 1999] and JoCaml [Conchon and Fessant, 1999] since there is typically a
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smaller number of threads and the scheduling processes is partially managed by the programmer.

Scheduling and Concurrency Frameworks. Fluet et al. [2008a] make scheduling policies
explicit using an intermediate language and support nested scheduling policies. These include
a round-robin (breadth-first) scheduler, a gang scheduler supposed data-parallel arrays, and a
work-stealing scheduler. My implementation of fork follows a similar pattern as is described in
that work, though as a library instead of a translation. Fluet et al. also support task cancellation
and speculation.

Li et al. [2007] undertake a similar effort for building concurrency libraries. They give a
small set of primitives and define the behavior of these primitives using an operational seman-
tics. Among other programs, they develop round-robin and work-stealing schedulers using these
primitives.

Sulzmann et al. [2008] compare the performance of different primitives for implementing a
concurrent linked list. This comparison should be useful in extending and improving the perfor-
mance of my implementation.
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Chapter 8

Evaluation

The empirical evaluation in this chapter serves to verify the following hypotheses about the
scheduling and profiling work described in earlier chapters: the choice of scheduling policy has
significant effects on performance and reasoning about performance at the level of abstraction
provided by cost graphs offers accurate predictions about the performance of a multi-processor
implementation.

I will show that the cost semantics is a good model of performance for the implementation
described in the previous chapter. However, a skeptical reader might suppose that I designed that
implementation solely to satisfy my model. To assuage that concern, I will also provide some
measurements of the scalability of my implementation. Not only do measurements of memory
use and deviations agree predictions made in previous chapters, but this implementation uses
additional processors to make programs run faster.

I performed my experiments on a four-way dual-core x86-64 machine with 32 GiBs! of
physical RAM running version 2.6.21 of the GNU/Linux kernel. Each of the four processor
chips is a 3.4 GHz Intel Xeon, and together they provide eight independent execution units. In
the remainder of this section, I will refer to each execution unit as a processor. As noted in the
previous chapter, I have not implemented a parallel garbage collector. As such, the measurements
of execution time and scalability do not include the time used by the collector. Below, I will
briefly describe the applications used in my empirical evaluation. The source code for these
applications is found in Appendix A.

Matrix Multiplication. Dense matrix multiplication is a classic example of a parallel applica-
tion. When measuring scalability, I use a blocked version where each matrix is represented as a
tree. Each internal node has four children, and each leaf node contains a 24 x 24 element block.
This structure enables a straightforward recursive implementation using the fork-join primitive
described in the previous chapter. When measuring memory use, I use a simpler version similar
to the one presented at the beginning of Chapter 2.

Sorting. I have implemented several sorting algorithms including mergesort, quicksort, inser-
tion sort, and selection sort. I use mergesort and a representation based on trees (with selection

!One GiB = 10243 bytes.
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Table 8.1 Lines of Code in Benchmarks. This table shows the size of each of the benchmarks
used in this dissertation. All benchmarks are written in Standard ML. This does not include
library routines such as the implementation of parallel vectors. Note that there are two versions
of quicksort and mergesort: one based on nested parallelism and one using futures.

name lines of code
matrix multiply 165
mergesort 132
quicksort 29
selection sort 41
insertion sort 13
quickhull 68
barnes-hut 379
fibonacci 9
quicksort (futures) 88
mergesort (futures) 43
pipeline 24

sort for small sets of elements) for the scalability measurements. For the memory use mea-
surements, I use quicksort and a representation based on lists (with insertion sort). While this
implementation is not well-suited to fork-join parallelism, I emphasize that it is important to un-
derstand the performance of all programs, not just the “right” programs. Indeed, it is only through
understanding the performance of these programs that they are shown to be poor implementation
choices. I also consider an implementation of quicksort using futures as it appears in the work of
Halstead [1985] and a version of mergesort that uses futures [Blelloch and Reid-Miller, 1997].

Convex Hull. The convex hull of a set of points is the subset of those points that forms a convex
polygon enclosing all the remaining points. The quickhull algorithm [Bykat, 1978] first finds the
two most extreme points along a given axis. (These two points must lie on the hull.) It draws a
line connecting those two points and partitions the remaining points according to which side of
that line they fall on. These two partitions are processed recursively and the results are merged
together. In my experiments, I use a two dimensional version of this problem and the worst-case
input, a set of points distributed uniformly around a circle.

n-Body Simulation. This benchmark computes the gravitational forces on a set of bodies (e.g.,
stars in a galaxy) based on the effects of each of the other bodies. It uses the Barnes-Hut approxi-
mation [Barnes and Hut, 1986], a method based on the fact that the gravitational force of a group
of distant bodies can be approximated by the effect of a point mass. The set of bodies is main-
tained using an octree, a spatial data structure where each node collects together all the bodies
found in a given cubic volume of space. An internal node has up to eight children corresponding
to the eight octants of its cube. Each node maintains the position and size of the center-of-mass
of bodies found within its volume. Thus, when computing the effect on a given body, only nodes
for nearby portions of space must be visited; traversal may be cutoff for distant groups. My im-
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plementation computes forces of these groups using the quadrupole moment. This is the largest
benchmark used in this thesis and is comprised of more than 400 lines of SML, not including the
3-vector library used throughout.

Fibonacci. It has become traditional (since the work of Frigo et al. [1998]) to use a naive
computation of the Fibonacci sequence as a benchmark measuring of the time overhead of the
scheduler. Each recursive call is computed in parallel and no memoization or other optimiza-
tions are performed. As there is almost no actual computation in this application, nearly all the
execution time can be attributed to the scheduler.

Pipelining. As a test of parallel futures, I have constructed a benchmark that enables me to ex-
periment with pipelines of various lengths. The benchmark is a generalization of the producer-
consumer example in Chapter 6 where each intermediate stage acts both as a consumer and a
producer, transforming one stream of values into another stream. In the experiments described
below, each element of each stream is a matrix, and each stage consists of a matrix multipli-
cation. These multiplications in turn use nested parallelism to express further opportunities for
parallel evaluation. The benchmark is meant to simulate many media processing pipelines, were
several transformations are applied in sequence to a stream of data. The parallel structure of this
benchmark is also representative of many dynamic-programming examples.

8.1 Scalability

Scalability measures the change in execution time for a fixed program and input with respect to
the amount of parallelism available in the hardware platform. In other words, as we add more
processors, scalability tells us how much faster programs will run. The goal of measuring scala-
bility is to understand what kinds of algorithms can be made faster through parallel programming
and how many processors these programs can effectively use.

8.1.1 Plotting Scalability

All of the data reported in this section are derived from measurements of execution time. How-
ever, as in previous chapters, I am interested in finding ways of presenting these data that convey
information visually.

Figure 8.1 shows five different ways of presenting the same data. In each plot, two series
of manufactured data are shown, corresponding to two different executions, for example using
different scheduling policies. One series is illustrated using x and the other using +. Perfect
scalability (or ideal speed-up) is shown using a solid line. Perfect scalability assumes that all the
work performed by the sequential implementation is divided equally among the processors with
no overhead.

The first plot (a) shows the execution time as a function of the number of processors. This is
the most direct presentation of these data. This form of plot is perfect for answering questions
such as, “how long will this algorithm take on seven processors?” However, it more is difficult
to use this form of plot to ascertain trends in the data or to make comparisons between the two
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Figure 8.1 Measuring Scalability. These plots show the same manufactured data plotted five
different ways. In each plot there are two series, denoted 4 and Xx. In each case, the solid line
represents the perfect scalability.
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series. In this case, we can see that the series plotted as + performs slightly better for larger
numbers of processors, but it is difficult to see how much better.

The second plot (b) shows these same quantities but plotted on a log-log scale. In terms of
understanding trends in the data, this plot is an improvement over the previous one: it is now
clear that the + series consistently outperforms the x series and that the size of the gap between
them is increasing. Unfortunately, in terms of efficient use of the space on the page, this plot is a
poor choice: it uses only a small fraction of area available.

The third plot (c) has a similar look. This is a traditional speed-up plot that frequently ap-
pears in the literature. Given a sequential execution time 7™ and an execution time of 7 on P
processors, speed-up is defined as 7* /Tp. In such a plot, the ideal (or linear) speed-up is a line
whose slope is unity, indicating that an execution with P processors is P times faster than the
sequential version.? In this plot, it can be observed that the gap between the + series and the
ideal is increasing and that the performance gap between the two series is also increasing. Like
the previous plot, this one also wastes considerable amounts of space: the upper-left half of the
plot rarely contains any points. With these data, the lower-right corner is also largely wasted:
while this plot helps to differentiate the behavior with many processors, it does so at the cost of
sacrificing the area given to small numbers of processors. While it is clear in part (a) that the x
series performs better with only one processor, it is difficult to see this in either parts (b) or (c).

The next plot (d) attempts to correct for this problem by normalizing with respect to the
sequential execution time: this plot shows overhead, defined as (75 - P)/T*. It makes a much
better use of space than any of the previous plots, and the relative performance the two series
can be easily compared at any number of processors. For example, it is clear from this plot that
there is a 10% overhead for the X series using one processor, compared to 15% for the + series.
The values in this plot indicate the cost of adding more processors. We can see from the plot that
the overhead of adding new processors in the + series is a constant, while the overhead in the x
seems to be a linear function of the number of processors.

The final plot (e) shows the efficiency, defined as 100 - 7%/(7}, - P). This is the reciprocal of
the value plotted in part (d). Like the previous plot, it is easy to compare the performance of the
two series for any number of processors, and this style also makes use of a large portion of the
available plot area. Efficiency can be interpreted as the percentage of cycles that are being used
to run the application rather than performing some form of communication or synchronization.
Thus 100% efficiency is the ideal. For example, the series shown as + is 87% efficient with eight
processors, meaning that 87% of the cycles of each of the processor are being used to run the
application.

I chose to plot efficiency in my results as it effectively conveys trends in how a program and
scheduling policy use additional processors. It is easy to see how close a given point is to 100%
efficiency. Moreover, it also makes clear an important difference between these two series: in
the case of the + series, efficiency remains constant with the addition of more processors, while
in the case of the x series, it decreases with each additional processor. This trend is much
more difficult to read in the execution time (a,b) or speed-up (c) plots. Like speed-up, however,

?I believe it is critical that speed-up plots use the same scale for both axes so that the ideal forms a 45° angle
with the page edges. Though there no need for execution time or efficiency to be plotted with this constraint, I have
plotted them using the same total area for the sake of consistency.
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efficiency also has the advantage that larger is better, satisfying many readers’ expectations that
advantageous trends should go “up and to the right.”

8.1.2 Results

I chose benchmarks for this set of measurements by looking for applications with a reasonable
potential for parallel execution and not based on interesting memory use patterns. In each case the
sequential execution time is the execution time on a single processor without any of the support
required for multi-core execution. In my implementation, support for multi-core execution is
controlled using a compile-time constant. Though I performed some experiments with variations
in task granularity, I report on only a single granularity for each example. In each case, this
granularity was chosen to limit the overhead when run on a single processor to an acceptable
amount (typically no more than 10-20%).

Figure 8.2(a) shows overhead for a blocked version of matrix multiplication. Part (b) shows
overhead for parallel mergesort on uniformly randomly distributed input. Part (c) shows the
overhead of quickhull for points distributed uniformly a circle. Part (d) shows the overhead
for the Barnes-Hut simulation with points distributed uniformly randomly. Though all of these
applications show some potential for faster execution, some scale better than others. In addition,
there are some clear differences in the performance trends for difference scheduling policies. For
example, in the matrix multiplication example, the initial cost of adding parallelism is greater
for the work-stealing scheduler when compared to the depth-first scheduler (leading to lower
efficiency with one processor). This cost levels off as more processors are added: the work-
stealing is more efficient for five or more processors. In this cases of mergesort and quickhull,
there does not seem to be enough parallelism to (efficiently) leverage all of the cores available
on this hardware. In all cases, however, using more cores leads to lower efficiency per core, most
likely because of contention on the memory bus.

8.2 Memory Use

In this section, I present measurements of memory use for four applications. These measure-
ments serve to demonstrate that the choice of scheduling policy has significant effects on memory
use and that these effects are predicted by my semantic profiler. I also use these measurements
to show how I found a memory leak introduced by one of the optimizations in MLton.

8.2.1 Measuring Memory Use

Measuring memory use precisely can be expensive. Using the technique described in the pre-
vious chapter, however, I can measure the high-water mark of the memory required to run an
application within a fixed bound. Here, I compare the quality and cost of these measurements
with those derived from a hand-instrumented version. In Figure 8.3(a), I show memory use for
blocked matrix multiplication measured four different ways. All these data use the breadth-first
scheduler and one processor. The first series (o) shows the measurements obtained when I added
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Figure 8.2 Parallel Efficiency. These plots show parallel efficiency, defined as 100 - 7% /(T - P)
with sequential execution time 7™ and parallel execution time 7» on P processors. Equiva-
lently, efficiency is equal to the speed-up divided by the number of processors, expressed as a
percentage. 100% efficiency is the ideal. Three scheduling policies are shown: depth-first (+),
breadth-first (x), and work-stealing (7). These data do not include time consumed by garbage
collection.
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Figure 8.3 Measuring Memory Use. Four different measurements (a) and the cost of obtain-
ing these measurements (b). Execution times are normalized to an uninstrumented version and
shown on a logarithmic scale.
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explicit garbage collections to the source program. The other three series show the results us-
ing the restricted allocation technique with bounds of 10%, 20%, and 50%, respectively. These
bounds are shown with error bars, but only positive errors are shown (as the true high-water
mark cannot be smaller than the reported value). The reported values appear at the bottom of the
indicated ranges.

I take the measurements derived from the explicit garbage collection to be the most accurate
measurement of memory use. (In nearly every case, this technique reported the greatest values,
and these values were always within the bounds of the other measurements.) The figure shows
that the restricted allocation measurements are much more accurate than we might expect. For
example, the 50% bound seems to be overly conservative: the actual measurements with this
bound are within 15% of the measurement derived using explicit garbage collections. The jump
in the memory use measurements between inputs of size 350 and 400 is due to the blocked
representation and an additional level of depth in the trees used to represent the input and output
matrices.

In addition to requiring less knowledge on the part of the programmer and yielding measure-
ments with a bounded error, this technique requires less time to perform the same measurements.
Figure 8.3(b) shows the execution time of these four instrumented versions. Values are normal-
ized to the execution time of an uninstrumented version and shown on a logarithmic scale. Again
the jumps in execution time are a result of the blocked implementation.

While the measurements with 10%, 20%, and 50% consistently require approximately 2,
3x, and 4 x the execution time (respectively), the execution time with explicit measurements
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may be 10s or a 100 times longer. This makes measurements using explicit collections for
larger inputs prohibitively expensive. While it would be possible to build a more sophisticated
instrumented version, such sophistication introduces the possibility of additional mistakes on the
part of the programmer and still offers no bounds on the errors associated with the measurements.

8.2.2 Results

The results for my memory use experiments are shown in Figure 8.4 and described below.

Matrix Multiplication. The simulations described in Chapter 4 (recall Figure 4.1) predict that
the breadth-first scheduling policy uses asymptotically more memory than the depth-first policy.
A similar analysis predicts that breadth-first will also require more memory than a work-stealing
scheduler. Both these predictions are confirmed by the memory use in my implementation, as
plotted in Figure 8.4(a).

Quicksort. Figure 8.4(b) shows the memory use of a functional implementation of quicksort
where data are represented as binary trees with lists of elements at the leaves. At each step,
the root element of the tree is chosen as the pivot. This plot shows the behavior for the worst-
case input: the root elements appear in reverse order. While we would expect quicksort to take
time quadratic in the size of the input in this case, it is perhaps surprising that it also requires
quadratic space under some scheduling policies. This behavior is also predicted by the cost
semantics. The plot in Figure 8.5(a) was generated using my semantic profiler and shows the
consumers of memory for the depth-first policy at the high-water mark. To further understand
why, consider the cost graphs that appear in Figure 8.5(b). These graphs depict the execution
of this implementation of quicksort on the worst-case input and using the depth-first scheduling
policy. The heavy edges are roots representing the input tree passed to each recursive call. As
the scheduler explores this graph in a depth-first manner, it leaves a live reference to this input
after each partition. As each of these trees contains up to n elements and there are n recursive
calls, this requires ©(n?) memory cells.

I chose this example because it was a case where my semantics predicts that using the
breadth-first scheduler will require less memory than using the depth-first scheduler. While this
is evident in the plot shown in the figure, my initial results for this benchmark were substantially
different. In particular, my initial results showed both the depth-first and breadth-first scheduling
policies using quadratic memory. Some investigation revealed that the problem was not in my
semantics, profiler, or implementation, but in an existing optimization in MLton, the reference
flattening optimization described in the previous chapter. As noted above, this leak has since
been fixed.

Quickhull. This application computes the convex hull in two dimensions using the quickhull
algorithm. I again show results for the worst-case input: the input points are arranged in a circle
and so every point in the input is also in the hull. Figure 8.4(c) shows the high-water mark of
memory use, which again matches my cost semantics-based predictions.
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Figure 8.4 Memory Use. Each plot shows the high-water mark of memory use for one of four
applications. I tested three scheduling policies, depth-first (4), breadth-first (x), and work-
stealing ([1), with one, two, and four processors. Larger symbols indicate that more processors

were used. Different scheduling policies yield dramatically different performance, as discussed
in the text.
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Figure 8.5 Profiling Results for Quicksort.
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Quickhull offers more parallelism than the previous example, but this parallelism is still more
constrained than that found in matrix multiplication. The algorithm proceeds by partitioning the
point set by dividing the plane in half (in parallel) and then recursively processing each half (in
parallel). Between these two phases there is a synchronization. This was shown through the
widening and narrowing of the graphs in Figure 4.4 and again in Figure 8.6.

As previously described, nodes are filled to illustrate one point in the execution of the work-
stealing scheduling policy with two processors. In this case, the work-stealing policy performs
more poorly than either of the other two policies because it starts, but does not finish, computing
these partitions. The point labeled “A” in Figure 8.6 represents the code that allocates one set of
points. The black lines extending to the right of this point indicate part of the program that will
compute one half of a partition of these nodes. The circled nodes labeled “B” also compute half
a partition, but have already completed their work and have allocated the result. At this point in
time, the program is holding onto the entire original set plus half of the resulting partition. The
same pattern appears for each processor. Neither of the other two scheduling policies exhibit this
behavior.

Barnes-Hut. Figure 8.4(d) shows memory use for my implementation of the Barnes-Hut ap-
proximation. This algorithm and representation are easily adapted to a parallel setting: not only
can the forces on each particle be computed in parallel, but the individual components of this
force can also be computed in parallel.

Due to its complexity (e.g., use of modules, pattern matching), I have not implemented a ver-
sion of this application that is compatible with my profiling tools. Applying the cost semantics
informally, however, we expect the program to generate very wide cost graphs. Like the ma-
trix multiplication example, the breadth-first scheduling policy performs poorly due to the large
amount of available parallelism and the size of the intermediate results. Though its performance
is not as bad as in the multiplication example, it is still significantly worse than the other two
policies.

8.3 Scheduler Overhead

Though I continue to pursue work in improving the efficiency of my implementation, it is inter-
esting to understand current performance bottlenecks and how my choice to implement schedul-
ing policies in ML has affected performance. I have focused most of my efforts to improve the
performance on the work-stealing scheduler and only for the case of nested parallelism. Of the
three varieties of scheduling policies I implemented, the work-stealing schedulers have the low-
est overhead. This seems largely due to the fact that each processor in a work-stealing scheduler
maintains its own work queue and only interacts with other processors when a steal occurs.

In previous sections, I have selected or designed applications with relatively coarse task gran-
ularity: I was more interested in whether a particular application offered enough parallelism or
how the scheduling policy affected memory use. In this section, I choose a benchmark with
extremely fine granularity: a naive implementation of the Fibonacci sequence. In the recursive
case, each parallel task consists only of spawning a parallel task, making a function call, and
adding the two resulting integers. The base case simply returns a integer.
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Table 8.2 Scheduler Overhead. The overhead of the work-stealing scheduler is shown as a break-
down of the performance of the Fibonacci micro-benchmark run with a single processor. Some
of the cost of adding elements to the queue (*) may be attributed to building the closure.

% of total time | % of total allocation
hardware memory barriers 8.3
foreign function calls 11.2
core of Dekker’s algorithm 15.1
build closure 5.6 354
add to work queue 44.8* 43.6*
allocate synchronization variable 4.1 21.6
exception handling 3.9
yield 34
serial execution 3.6 <0.001

Table 8.2 shows a breakdown of the performance of this micro-benchmark running on a
single processor. These data were gathered by progressively removing more and more of the
implementation and measuring the execution time after each omission. As there was only a single
processor, omitting various parts of the implementation had no effect on the parallel execution.
Below, I explain each line of the table.

Memory barriers are necessary to ensure proper synchronization among processors. Omitting
these instructions reduces the execution time by 8.3%. As neither MLton nor SML provide
any way to use such instructions, using these barriers requires making a call across the foreign
function interface into C, corresponding to 11.2% of the total execution time.

Dekker’s algorithm [Dijkstra, 2002] is a mutual exclusion algorithm for two processors that is
often used as part of a work-stealing implementation; it is very fast when there is little contention.
To measure the cost of this algorithm without the overhead of calling into C, I also implemented
a version in SML.

The next two lines of the table correspond to building a data structure representing the
spawned task and adding it to the queue. It is difficult to tease apart these costs as MLton
generates very different code if that closure is not added to a globally accessible data structure.
These two lines should possibly be considered as one.

My implementation maintains the result of a task separately from that task itself. As de-
scribed in the previous chapter, a synchronization variable is allocated to hold this result. Excep-
tion handling is also described in the previous chapter and ensures that exceptions raised in one
parallel task will be properly propagated to the parent task.

Yields are added in the implementation of fork to support proper implementations of the
depth- and breadth-first scheduling policies. In the work-stealing schedule, the implementation
of the function consists solely (after inlining) of a foreign function call to get the current pro-
cessor number. The result of this call is not used, but MLton makes no assumptions about the
effects of foreign function calls and so retains the call.

Finally, the last line corresponds to the serial execution of the Fibonacci computation.
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Comparison to Cilk. In summary, my implementation of fork using a work-stealing scheduler
is about 28 times slower than a function call. Frigo et al. [1998] report that the equivalent function
in Cilk is between 2 and 6 times slower than a function call, depending on the architecture. These
differences can be explained as follows. First, Cilk (like C) does not support exceptions, and
therefore some of the additional overhead in my implementation can be attributed to the fact
that it offers more functionality. Also, some parts of my implementation are meant to support
more general forms of parallelism and might be further optimized for the nested-parallel case.
However, these are relatively small parts of the overhead. A larger part of the overhead is due to
the lack of atomic memory operations in ML. This could be fixed relatively easily with a small
extension to MLton.

The most significant part of the overhead, however, arises from the allocation of the data
structures used internally by the scheduling infrastructure, independently of the management of
the task queues by the work-stealing scheduler. I should note that the overhead here is not due to
the cost of garbage collecting these data structures, but simply allocating them. This presents an
interesting challenge for future work that I will touch upon in the next chapter.

Depth- And Breadth-First Scheduling Policies. Despite some attempts to improve its perfor-
mance, my parallel depth-first schedule still incurs between 3 and 5 times the overhead of the
work-stealing scheduler, meaning that my implementation of fork using a depth-first scheduler
is more than 100 times as expensive as a function call. This is largely due to allocation and
contention at the head of the shared queue.

As I have implemented the breadth-first scheduling policy as part of the validation of my
semantics, and not as a practical scheduler for parallel programs, I have not performed any
measurements of the overhead of this scheduler.

8.4 Deviations

To better understand when deviations occur in programs that use futures, I consider three bench-
marks: an implementation quicksort that sorts streams of values [Halstead, 1985], an implemen-
tation of mergesort that uses trees but where merges may overlap [Blelloch and Reid-Miller,
1997], and a synthetic pipelining example where streams of matrices are transformed by matrix
multiplication.

As deviations only occur during interactions with the scheduler, they can be measured by
instrumenting the implementation of the parallel primitives. In my implementation, reading a
synchronization variable also returns a boolean indicating whether the value was already avail-
able or if the current thread was suspended. In addition, the part of the parallel library used to
manage tasks must also be modified to count the number of deviations.

The results for these three benchmarks are shown in Figure 8.7. For each benchmark, we
report on the performance of each of the four work-stealing implementations described in Ta-
ble 6.1. Each column of Figure 8.7 corresponds to one of these implementations, as labeled
above each plot. In each of the twelve plots, we plot performance as a function of input size. For
the sorting benchmarks, the input size is the number of elements to be sorted. For the pipelining
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Figure 8.7 Deviations. These plots show steals and deviations as a function of input size. Each
of the four columns shows a different work-stealing scheduler as described in Table 6.1. The
height of each bar indicates the total number of deviations. The fraction that can be attributed to
steals are shown as solid boxes.
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benchmark, the input size is the number of elements generated by the producer stage. For each
input size, we plot two metrics: the number of steals and the number of deviations.

The height of each bar indicates the number of deviations. The fraction of these that can be
attributed to steals are shown as solid boxes. For example, the data point on the bottom right
(smallest input, WS scheduler, pipelining benchmark) indicates that there were roughly 600 total
deviations and 100 steals.

I draw two conclusions from these data. First, the number of deviations is often dramatically
larger than the number of steals. In some cases, the number of deviations can increase asymptot-
ically faster than the number of steals. The disparity between steals and deviations is particularly
pronounced in the WS scheduler (the implementation based on the work of Arora et al. [1998]).
This is consistent with the fact that this scheduler is designed to avoid steals but not deviations.

Second, the choice among the variations of work stealing described in Chapter 6 has a signif-
icant effect on performance. From this limited set of benchmarks, WS2 and WS4 seem like the
best choices, but more evaluation is required before any stronger conclusions are drawn.

Recall that ws3 suspends entire deques but does not steal entire deques. It incurs many
deviations (in the form of steals) because once a deque is suspended, every task in that deque
must be stolen individually. This also means that many ready tasks appear in deques that are not
associated with any processor.

The WS scheduler incurs many deviations because it continues to work in the same part of
the program after a task suspends on a future and because it adds resumed tasks to the current
processor’s deque. In this implementation, the number of deques is always the same as the
number of processors. In some sense, WS tries to maintain the set of ready tasks too compactly.

Both ws2 and ws4 implement some sort of compromise. Notably, in both cases the number
of deques may be greater than the number of processors, but both attempt to limit the number of
tasks that appear in those deques that are not associated with any processor. Given the results in
Chapter 6, I expect these implementations to incur fewer cache misses and less overhead, but |
leave these measurements for future work.

8.5 Summary

These empirical results show that the cost semantics and a profiler based on it provide accurate
predictions of performance despite the many transformations used by the MLton compiler. They
also show that the choice of scheduling policy can have dramatic effects on performance; I have
considered memory use in the case of three schedulers for nested parallelism and the number of
deviations for variations of work stealing that support parallel futures.

I have also described some results showing that the technique for measuring the high-water
mark of memory use described in the previous chapter offers an efficient and reliable method of
doing so. Finally, with the help of my profiling tools, I found a memory leak in one of MLton’s
optimizations.

As an aside, these results also show that performance of even well-optimized code can be im-
proved with parallelism. I have implemented three scheduling policies in a high-level language,
and through the use of a powerful optimizer, have achieved reasonably good performance. A
breakdown of the scheduler overhead suggests some opportunities to improve performance.
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Chapter 9

Conclusion

In the final chapter of this dissertation, I will describe some avenues for future work, summarize
my results, and provide some concluding remarks.

9.1 Future Work

9.1.1 Cost Semantics

The cost semantics I have described gives a precise account of memory use using heap edges.
This accurately captures the effects of different scheduling policies on memory use while ab-
stracting away many details of the compiler and runtime. It does not, however, abstract away
any details of the program itself. As I have discussed, previous work has shown how the compu-
tation graph can be summarized using work and depth. These two values discard nearly all the
information about a program, but they offer succinct metrics for comparing different algorithms.
It remains to be seen whether similar properties exist for heap graphs. This line of future work
could be described as a form of abstract interpretation inspired by heap graphs.

We might also consider reasoning more abstractly about cost graphs. For example, when
costs are simply integer values, one can solve recurrence relations to define costs as functions of
input size. Performing a similar analysis seems to require a richer algebraic theory of graphs.

9.1.2 Profiling

My profiling framework also presents a number of areas for future work.

Larger Programs. In my work, I have used my profiler on only small programs and small
inputs, in large part because of its performance. To reason about the memory use of a program,
I run that program using an interpreter, simulate a scheduling policy, and then trace the heap
graph much like a garbage collector would. For the sake of simplicity, I have implemented each
of these aspects as a separate step. However, if we are only interested in a particular scheduling
policy, for example, an optimized version of this process may offer much better performance.
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For example, the interpreter could be specialized by essentially inlining the subsequent stages
into it.

An alternative approach would be to perform the simulation of scheduling policies on distilled
graphs instead of the original ones. As I have yet to prove any form of cost preservation for the
rules I used to distill graphs, it is unclear what a simulation using the distilled graph would tell us.
Such a theorem, however, would be proof that distillation is a reasonable abstraction of program
behavior. A more efficient implementation would eagerly distill the graph as it was generated by
the interpreter, rather that performing this process as a separate step.

Interactive Profiling. A second approach for profiling larger programs would be to build cost
graphs lazily. This would be especially useful for interactive presentations of these graphs. One
possibility is that the user is initially presented with a collapsed graph: a single node. Then user
can then explore the graph by selectively expanding or collapsing nodes. Each node could be
annotated with the source expression or a summary of the memory use associated with that node.

Sampling-Based Profiling. The overhead of online profilers can often be reduced by using
sampling to measure an approximation of the desired value. My method of measuring memory
use in MLton (Chapter 7) is in example of a sampling-based method that uses the rate of alloca-
tion to determine the interval between samples. A similar method could be used to improve the
performance of my simulation and profiling framework. In addition, it would be interesting to
determine whether the simulation of scheduling policies might be omitted altogether: given the
cost graphs and the abstract definitions of scheduling policies in Chapter 3, the profiling could
determine the intermediate state of a scheduling policy (including roots and memory use) without
simulating each of the steps that led up to that point.

9.1.3 Scheduling

In Chapter 6, I proved results about parsimonious work-stealing scheduling policies and offered
three alternative policies that are not parsimonious. I have yet, however, to prove any results
on the number of deviations incurred by these alternatives. I should further note that these al-
ternatives are by no means exhaustive but merely meant to address what seem to be possible
shortcomings in previous work.

I have not considered the performance of depth-first scheduling policies that support fu-
tures. Narlikar and Blelloch [1999] present a hybrid scheduling policy that combines both work-
stealing and depth-first policies for nested-parallel programs. It would be interesting to see how
such a hybrid relates to the other alternatives I have proposed.

9.1.4 Implementation

While SML was not designed as a language for implementing low-level concurrent algorithms,
my implementation of scheduling policies in SML has been a pleasant experience. In particular,
I have found it useful to be able to distinguish between variable binding and memory references.
Despite this, my implementation suggests several opportunities for future work.
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Controlling Allocation. The greatest challenge in improving the performance of my imple-
mentation of work stealing lies in controlling allocation, and to a large extent, the allocation of
closures. In my implementation of nested parallelism, the problem arises from the fact that the
closure that used to represent a spawned task includes many values that are also present on its
parent stack. In nested parallelism, this task will never outlive its parent’s stack and so this copy
is unnecessary. From the point of view of the compiler, however, copying these values is the
correct behavior: the child task is referenced from a globally-accessible queue and the compiler
cannot determine the relative lifetimes of the parent and child tasks.

Manipulating Stacks. The sharing of values between a child task and its parents can be taken
one step further by eliminating the data structure used to represent queued tasks, as in lazy
task creation [Mohr et al., 1990]. This implementation strategy efficiently represents tasks, task
queues, and the call stack all using a single data structure. In previous work, this was accom-
plished through explicit support for parallelism in the compiler and runtime.

MLton already supports limited forms of stack manipulation, allowing programmers to sus-
pend and resume threads. It would be interesting to see if this could be extended to a form
of introspection, where stack frames could be accessed as a (specialized) form of record. This
could, in turn, be used to streamline the creation of new tasks. While any form of lazy task
creation would still require some changes to the compiler and runtime, these changes would be
consistent with other aspects of my implementation: making only general-purpose extensions to
the compiler and runtime, and then using these extensions within libraries implemented in ML
to build additional language features.

Atomic Updates. Another performance bottleneck in my implementation stems from the lack
of atomic memory updates in SML. Adding primitives, such as atomic compare-and-swap and
test-and-set, for integer types would be straightforward. However, another interesting extension
would be to add similar primitives for other types, including datatypes. As an example, consider
the implementation of synchronization variables shown in Figure 7.2. This code uses a lock
(implemented as an integer reference) to guard a reference to a datatype, as shown in the excerpt
below.

let
val () = Lock.lock Ik
val Waiting readers = v
val () =v :=Done a
val () = Lock.unlock Ik

This code can be written more simply and concisely using an atomic operation to update the
reference holding the datatype itself.

let
val Waiting readers = lv
in
if compareAndSwap (v, Waiting readers, Done a) then
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If this compareAndSwap operation were to be implemented using hardware support for atomic
updates, this would not only allocate one fewer reference cell, but it would also save several
memory operations. However, it raises the issue of what the programmer means by “compare.”
In this case, there are two instances of the expression Waiting readers. These expressions are
equal according to SML’s built-in (structural) definition of equality, but as we would like to use
hardware support for compare-and-swap, we must use the definition of equality determined by
the hardware. How to integrate such notions of equality remains a challenge, but such an exten-
sion would enable very clean implementations of many shared-memory concurrent algorithms.

Alternative Architectures. Finally, I have considered an implementation only for shared-
memory multi-processors and multi-core architectures. Another important class of parallel archi-
tectures entering mainstream computing includes graphics processors and multimedia extensions
of general purpose processors. Graphics processors have for years included a variety of vector
operations but until recently, uses of these operations have been limited to rendering graphics.
The current generation of these processors offers much more flexibility, and along with multi-
media extensions of general purpose processors, they make an attractive target for the forms of
vector parallelism described in Chapter 5.

9.2 Summary and Remarks

Computer science is largely the study of abstraction: the study of models that describe programs
and computers and how those models relate to each other and to computers themselves. In this
thesis, I have defined a model for parallel programs, in the form of a cost semantics, that de-
scribes where parallel evaluation can occur and how memory is used. This model abstracts away
from many aspects of a language implementation, including the compiler and garbage collec-
tor, but still provides enough detail to reason about different scheduling policies and compare
these policies to the sequential implementation. In particular, it enables programmers to estab-
lish expectations about program performance using only the source program and a high-level
description of a scheduling policy. It is critical that, when considering new parallel language
features, language designers and implementers consider the cost model that programmers will
use when developing programs.

This model forms a basis for a suite of profiling tools. Unlike other profiling tools, these tools
are based not on an instrumented version of the compiler or runtime system but directly on a cost
semantics instead. While this abstraction implies some loss of precision, it means that profiling
results are obtained independently of any particular language implementation.

I have considered three forms of implementation of a parallel language and shown how these
implementations are constrained by my cost semantics. First, I have given a high-level, seman-
tic presentation of online scheduling and defined several of the scheduling policies that I later
considered in more detail. Second, I have shown how flattened nested parallelism, a compiler
transformation, can be modeled using a labeled version of one of these semantics. Third, and
finally, I have described my parallel extension of MLton and given an example of where a change
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to that implementation was necessary to adhere to the specification provided by my cost seman-
tics. This was bug was not discovered over the course of many years of development with MLton.
Furthermore, this behavior could not be considered incorrect until there was a specification, in
the form of my cost semantics, that established the correct behavior.

My extension of MLton demonstrates that programmers can improve performance not only
by adding threads, communication, and synchronization, but merely by expressing opportunities
for parallelism. In doing so, the programmer makes fewer assumptions about how a program will
be evaluated: for example, in Standard ML, elements of a tuple are always evaluated from left to
right, but in my extension, they may be evaluated in an arbitrary order. This stands in contrast to
the notion that programmers must make more assumptions about the language implementation
and underlying architecture to improve performance.

There is a fallacy among programmers that better performance is achieved by writing pro-
grams in “low-level” languages that are “closer to the metal.” In fact, better (and more pre-
dictable) performance is achieved by using languages with well-defined cost models. It happens
that many programmers have a reasonably accurate cost model for microprocessors and that this
model can also be used for many imperative languages including C and Java. Unfortunately,
this model does not easily extend to parallel architectures without requiring programmers to also
understand (and implement) load balancing, communication, and synchronization among tasks.

In fact, there is no contradiction in achieving good performance with high-level (or highly
abstract) languages, so long as there is a well-defined cost semantics for such languages. This
claim is supported not only by the work in this thesis but also by an example given in the intro-
duction: the use of locality to predict the performance of the memory accesses. While the cost
semantics in this thesis does not provide a mechanism as powerful as locality, it represents an
important step in reasoning about the performance, including memory use, of parallel programs.

Models, such as a cost semantics, are what distinguishes computer science from computer
programming. These models give us theories which, through the use of formal proofs and em-
pirical tests, can be verified or refuted. These models also reveal something of human character
of the study of abstraction: that science, as a human endeavor, reflects our desire to seek out
simplicity and beauty in the world around us, including truths about computation.
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Appendix A

Source Code

This chapter includes the source code for the benchmarks used in this dissertation as well as a
library function used in one of the examples.

A.1 Library Functions

A.1.1 Parallel Array Reduction

This following function is used in the example in Chapter 2.

(x Reduce an array a in parallel. Assume an associative operator mul which is *x used to
x combine intermediate results. reducei is extensionally equivalent x to the following
* expression.

*
* reduce mul inj uni a = Array.foldli (fn (i, v, b) = mul (v, inj (i, b))) uni a
*
x This implementation assumes MAX _SEQ is equal to the largest number of elements that
x should be processed sequentially.
*)
fun reducei mul inj uni a =
let
funwrapil =
if | <= MAX_SEQ then
let
val stop =i + |
fun loopjv =if j=stop thenv
else loop (j + 1) (mul (v, inj (j, Array.sub (a, j))))
in
loop i uni
end
else
let
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val I' = | div 2
in
f (fork (fn () = wrapi l’,
fin()=wrap (i+1)(1-1)))
end
in
wrap 0 (Array.length a)
end

A.2 Matrix Multiplication

A.2.1 Unblocked Multiplication

structure Nonblocked : DENSE =
struct

type v = real vector

type m = v vector

funvwvm _(a, b) =
letin
foldInt (length a) op+ (fn i = sub (a, i) * sub (b, i)) 0.0 (length a)
end

fun mvm maxSeq (m, a) =
let
val def =71.0
in
tabulate maxSeq (fn i = vvm maxSeq (sub (m, i), a))
def (length m)
end

fun mmm maxSeq (m, n) =
let
val def = tabulate maxSeq (fn - ="1.0)"1.00
in
tabulate maxSeq (fn i = mvm maxSeq (n, sub (m, i)))
def (length m)
end
end

A.2.2 Blocked Multiplication

The blocked multiplication is functorized over the implementation of multiplication that should
be used on each block.
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functor Blocked (structure D: DENSE) : DENSE =
struct

exception Blocked of string

type v = real vector

type m = v vector

(* Blocked matrix structured as tree *)
datatype tree = Leaf of v 1
| Branch of { height : int, width : int, (x dim of UL used in unwrap x)
ul :tree, ur : tree, Il : tree, Ir : tree }

fun vva maxSeq (a, b) =
tabulate maxSeq (fn i = sub (a, i) + sub (b, i)) 1.0 (length a)

fun mma maxSeq (Branch {ul = ul1, ur = ur1, Il = lI1, Ir = Ir1, height, width},
Branch {ul = ul2, ur =ur2, I =112, Ir = Ir2, ...}) =
let
val ((ul, ur), (Il, Ir)) = (mma maxSeq (ul1, ul2), mma maxSeq (ur1, ur2),
mma maxSeq (Il1, 112), mma maxSeq (Ir1, Ir2))
in
Branch {ul = ul, ur = ur, Il = I, Ir = Ir, height = height, width = width}
end

| mma maxSeq (Leaf m1, Leaf m2) =
let
val def = tabulate maxSeq (fn - ="1.0) "1.00
in
Leaf (tabulate maxSeq (fn i = vva maxSeq (sub (m1, i), sub (m2, i)))
def (length m1))
end
| mma _ _ = raise Blocked "blocked_matrices.must_have_the_same._structure’

fun mma’ maxSeq (f, g) () = mma maxSeq (f (), g ())

fun mmm’ maxSeq (Branch {ul = ul1, ur=ur1, Il =11, Ir=1r1, ...},
Branch {ul = ul2, ur=ur2, I =112, Ir =1r2, ...}) () =
let
val ((ul, ur), (I, Ir)) =

fork (fn () = fork (mma’ maxSeq (mmm’ maxSeq (ul1, ul2),

mmm’ maxSeq (uri, 112)),

mma’ maxSeq (mmm’ maxSeq (ul1, ur2),
mmm’ maxSeq (url, Ir2))),
fn () = fork (mma’ maxSeq (mmm’ maxSeq (lI1, ul2),

mmm’ maxSeq (Ir1, 112)),
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mma’ maxSeq (mmm’ maxSeq (11, ur2),
mmm’ maxSeq (Ir1, Ir2))))

fun dims (Leaf m) = (length m, length (sub (m, 0)))
| dims (Branch { ul, ur, I, ... }) =

let
val (h, w) = dims ul
val (n’, w’) = (#1 (dims Il), #2 (dims ur))

in
(h+h,w+w)

end

val (height, width) = dims ul
in

Branch {ul = ul, ur = ur, Il = I, Ir = Ir, height = height, width = width}
end

| mmm’ maxSeq (Leaf m1, Leaf m2) () = Leaf (D.mmm maxSeq (m1, m2))
| mmm’ _ (m1, m2) () = raise Blocked "blocked.matrices_must_have._the_same_structure”

fun mmm maxSeq (m1, m2) =
let
(x convert from vector to tree representation x)
fun wrap trans m depth (x, y) (height, width) =
if depth =0
then
let
val def = tabulate maxSeq (fn _="1.0) "1.00
val k = if y + width > length (sub (m, x)) then NONE else SOME width
val m = tabulate maxSeq (fn i = slice (sub (m, x + i), y, K))
def (if x + height > length m then (length m) — x else height)
in
Leaf m
end
else
let
(* round up *)
val height’ = height div 2 + (if height mod 2 > 0 then 1 else 0)
val width’ = width div 2 + (if width mod 2 > 0 then 1 else 0)
val depth’ = depth — 1
in
if trans then
Branch {ul = wrap trans m depth’ (x, y) (height’, width’),
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ur = wrap trans m depth’ (x + height’, y) (height — height’, width’),
Il = wrap trans m depth’ (x, y + width’) (height’, width — width’),
Ir = wrap trans m depth’ (x + height’, y + width’)
(height — height’, width — width’),
width = width’, height = height’}
else
Branch {ul = wrap trans m depth’ (x, y) (height’, width’),
ur = wrap trans m depth’ (x, y + width’) (height’, width — width’),
Il = wrap trans m depth’ (x + height’, y) (height — height’, width’),
Ir = wrap trans m depth’ (x + height’, y + width’)
(height — height’, width — width’),
width = width’, height = height’}
end

(* convert from tree representation back to ordinary vectors *)
fun unwrap mlen =
let
val debug = ref false

val def = tabulate maxSeq (fn _ = "1.0) 1.0 0
fun mySub (Leaf m) (x, y) = sub (sub (m, x), y)
| mySub (Branch {ul, ur, Il, Ir, height, width}) (x, y) =
if x < height then
if y < width then
mySub ul (x, y)
else
mySub ur (X, y — width)
else
if y < width then
mySub Il (x — height, y)
else
mySub Ir (x — height, y — width)
in
tabulate maxSeq (fn i = tabulate maxSeq
(fnj = (mySub m (i, j))) "1.0 len)
def len
end

fun computeDepth x =
if x <= maxSeq then 0
else 1 + (computeDepth ((x div 2) + (if x mod 2 > 0 then 1 else 0)))
val depth = computeDepth (Int.max (length m1, length (sub (m1, 0))))
val (m1’, m2’) = (wrap false m1 depth (0, 0) (length m1, length (sub (m1, 0))),
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wrap true m2 depth (0, 0) (length m2, length (sub (m2, 0))))

val m’ = mmm’ maxSeq (m1’, m2’) ()
in
unwrap m’ (length m1)
end
end

A.3 Sorting

Implementations of sorting implement the following signature. It defines a the type of collections
t as well as the sort function itself. In addition to a collection to sort, this function also takes an
alternative sorting implementation and a cut-off that indicates when that cut-off should be used.
Whenever the input collection is smaller than the cut-off, the alternative implementation should
be used instead.

signature SORT =
sig

type t

val sort : { cutoff :int, fallbback :t —>t} —>t —>1t
end

A.3.1 Quicksort

structure QuickSort : SORT =

struct
fun sort { cutoff, fallback } a =
let
valc=ref0

fun next () = Ic before c := Ic + 1

fun loop a =
let
val | = length a
in
if | < cutoff then [fallback a]
else
let
val == = Real.== infix 4 ==

val x = sub (a, 0)
val (b, (¢, d)) =
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fork (fn () = (loop (filter cutoff (fny = y < x) a)),
fn () = (fork (fn () = [filter cutoff (fny = y == Xx) a],
fn () = loop (filter cutoff (fny = y > x) a))))
in
b@c@d
end
end
in
concat (loop a)
end
end

A.3.2 Mergesort

Mergesort depends on two implementations of merge, shown below.

functor MergeSort (structure M1: MERGE
structure M2: MERGE) : SORT =
struct
fun sort { cutoff, fallback } a =
let
val merge = M1.merge { cutoff = 0, fallback = fn _ = raise Sort }
{ cutoff = 0, fallback = fn _ = raise Sort }
val split = M1.split { cutoff = 0, fallback = fn _ = raise Sort }
val merge = M2.merge { cutoff = cutoff, fallback = split }
{ cutoff = cutoff, fallback = merge }

fun loop a =
let
val | = length a
in
if | <=1 then a
else if | < cutoff then fallback a
else
let
val (b, c) = halve a
val (b, c¢) = fork (fn () = loop b,
fn () = loop ¢)
in
merge (b, c)
end
end
in
loop a
end
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end

structure MergeSeq : MERGE =
struct
(* takes a sorted slice and an element x; returns two lists of A.t such that
every element in the first is <= x and those in the second >= x x)
fun split _xc =
let
fun loop ¢ =
let
val | = length ¢
in
if | = 0 then ([empty], [empty])
else if | = 1 then
if sub (c, 0) <= x then ([c], [empty]) else ([empty], [c])
else
let
val == = Real.==infix 4 ==
val (c1, c2) = halve c
val y = sub (c2, 0)
in
if y == x then ([c1], [c2])
else if y < x then

let
val (c21, c22) = loop c2
in
(c1 ::c21, c22)
end
else (xy > x %)
let
val (c11, ¢c12) = loop cf
in
(c11,c12 @ [c2])
end
end
end
in
loop ¢
end

(* merges two sorted inputs sequentially x)
fun merge _ _ (b, c) =
let
val b_length = length b
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val c_length = length c

fun loop (k, (i, j)) =
if i = b_length then
(sub (c, j), (i, j+1))
else if j = c_length then
(sub (b, i), (i+1, )
else
let
val x = sub (b, i)
val y = sub (c, j)
in
if x <y then
(x, (i+1, )
else
(v, (i, j+1))
end
in
#1 (unfoldi NONE (b_length + c_length, (0, 0), loop))
end
end

structure MergePar : MERGE =
struct
(x takes a sorted slice and an element x; returns two lists of A.t such that
every element in the first is <= x and those in the second >= x *)
fun split { cutoff, fallback } x ¢ = fallback x ¢

(x merges two sorted inputs in parallel )
fun merge split_cutofffallback { cutoff, fallback } (b, c) =

let
fun loop (b, ¢) =
let
val | = length b
in

(x assumes cutoff > 0 x)
if | < cutoff orelse length ¢ < cutoff then [fallback (b, c)]
else
let
val (b1, b2) = halve b
val x = sub (b2, 0)
val (c1s, c2s) = split split_cutofffallback x ¢
val (c1, c2) = (concat c1s, concat c2s)
in
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if | = 1 then
[c1, b, c2]
else
let
val (a1, a2) = fork (fn () = loop (c1, b1),
fn () = loop (c2, b2))
in
al @ a2
end
end
end
in
concat (loop (b, c))
end
end

A.3.3 Insertion Sort

structure InsertionSort : SORT =
struct
fun sort _a=
let
(x take an element and a sorted list and return a new list with that
element in the appropriate place x)
fun insert (x, nil) = [x]
| insert (x, y:iys) = if x <=y then x:y:ys
else y::(insert (X, ys))
in
fromList NONE (foldl insert nil (toList a))
end
end

A.3.4 Selection Sort

structure SelectionSort : SORT =
struct
datatype mode =
Repeat of real « int
(x this could be nullary since we have the index of the last
element added to the output x)
| Larger of real

funsort _a=
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let
(x return the first occurrence of smallest element > z and it’s idx %)
fun select (_, Larger z) =
let
val (x, i) = foldli (fn (i, X, (y, j)) =
if x > zandalso x <y

then (x, i)
else (y, j))
(Real.posinf, 0) a
in
(x, Repeat (x, i)
end

(* find the next occurance of x after index i )
| select (k, Repeat (x, i)) =

let
val == = Real.== infix 4 ==
(x return index >= j such that sub (a, j) = x *)
fun loop j =
if j = length a then NONE
else if sub (a, j) == x then SOME |
else loop (j+ 1)
in

case loop (i + 1) of
NONE = select (k, Larger x)
| SOME j = (x, Repeat (x, j))
end

val b = #1 (unfoldi NONE (length a, Larger Real.neglinf, select))
in
b
end
end

A.3.5 Quicksort (futures)

structure QuickSortFutures : SORT =

struct
fun sort { cutoff, fallback } xs =
let
fun gs’ (nil, rest) = rest
| gs’ (x::xs, rest) =
let
fun partition nil = (nil, nil)
| partition (y::ys) =
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let
val (Is, rs) = partition ys
in
if x > y then
(y:ls, rs)
else
(Is, y:irs)
end
val (Is, rs) = partition xs
in
gs’ (Is, x::(gs’ (rs, rest)))
end

datatype ’a flist = Nil | Cons of ’a * ’a flist future

fun partition (x, ys, yss) =

let
fun part (y:ys) =
let
val (Is, rs) = part ys
in

if x >y then (y :: Is, rs)
else (Is, y :: rs)
end
| part nil = (nil, nil)
val (Is, rs) = part ys
in
case touch yss
of Cons (ys, yss) =
let
val parts = future (fn () = partition (X, ys, yss))
in
(Is, rs,
future (fn () =
let
val (Is, _, Iss, _) = touch parts
in
Cons (Is, Iss)
end),
future (fn () =
let
val (, rs, _, rss) = touch parts
in
Cons (rs, rss)
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end))
end
| Nil = (Is, rs, future (fn () = Nil), future (fn () = Nil))
end

fun gs (Nil, rest) : real list flist’ = rest
| gs (Cons (nil, xss), rest) = gs (touch xss, rest)
| gs (Cons (x::xs, xss), rest) =

let
val (Is, rs, Iss, rss) = partition (x, xs, xss)
in
case touch rss
of Nil =
gs (Cons (Is, Iss),
Cons’ (gs’ (x::rs, nil), future (fn () = rest)))
| .=
gs (Cons (Is, Iss),
Cons’ ([x], future (fn () = (gs (Cons (rs, rss), rest)))))
end

fun toStream xs =
let
fun loop nil = Nil
| loop xs = Cons (List.take (xs, cutoff),
future (fn () = loop (List.drop (xs, cutoff))))
handle Subscript = Cons (xs, future (fn () = Nil))
in
loop xs
end
fun fromStream Nil = nil
| fromStream (Cons (xs, xss)) = xs @ (fromStream (touch xss))

fromList NONE (fromStream (gs (toStream (toList xs), Nil)))

end

A.3.6 Mergesort (futures)

structure MergeSortFutures : SORT =
struct
fun sort { cutoff, fallback } a =
let

datatype ’a flist = Nil | Cons of ’a x ’a flist future
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fun merge (xss, yss, 0, zs) =
Cons (rev zs, future (fn () = merge (xss, yss, cutoff, nil)))

| merge (Nil, yss, _, zs) = Cons (rev zs, future (fn () = yss))
| merge (xss, Nil, _, zs) = Cons (rev zs, future (fn () = xss))

| merge (Cons (nil, xss), yss, count, zs) = merge (touch xss, yss, count, zs)
| merge (xss, Cons (nil, yss), count, zs) = merge (xss, touch yss, count, zs)
| merge (xsxss as Cons (x::xs, XSS),
ysyss as Cons (y::ys, yss), count, zs) =
if x <y then
merge (Cons (xs, XsSs), ysyss, count — 1, x::zs)
else
merge (xsxss, Cons (ys, yss), count — 1, y::zs)

fun loop a =
let
val | = length a
in
if | < cutoff then Cons (toList (fallback a), future (fn () = Nil))
else
let
val (b, c) = halve a
val (b, c) = (loop b, loop c)
in
merge (b, c, cutoff, nil)
end
end

fun fromStream Nil = nil
| fromStream (Cons (xs, xss)) = xs @ (fromStream (touch xss))
in
fromList (SOME cutoff) (fromStream (loop a))
end
end

A.4 Miscellaneous

A.4.1 Barnes-Hut Simulation

structure BarnesHut : SIM =
struct
exception Sim of string
(x #particles C.O.M. moment bounding children x)
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datatype t = Node of int « pointmass « Matrix.t « box * children

and children = Octants of t list (x at least one child has a particle x)
| Particles of particle list (x will never be split, >= 2 particles *)
| Particle of particle (x for boxes with exactly one particle *)
| Empty (x contains no particles x)

fun fold fb fp x (Node (., _, _, box, children)) =

let

val x = fb (box, x)
in

fold’ fb fp x children
end

and fold’ fb fp x (Octants ts) =
foldl (fn (t, x) = fold fb fp x 1) x ts
| fold’ _fp x (Particles ps) =
foldl fp x ps
| fold’ _ fp x (Particle p) = fp (p, X)
| fold’ - _ x Empty = x

fun empty box = Node (0, { position = Vector.zero, mass = 0.0 },
Matrix.zero, box, Empty)

(x Make the i’th octant of box x)
fun octant (box : box) i =
let
val op= = Vector.scale

val (x, y, z) = #position box
val (dimension as (dx, dy, dz)) = 0.5 x (#dimension box)

fun myEmpty position = empty { position = position,
dimension = dimension }
in
case i of 0 = myEmpty (x, y, 2)
| 1 = myEmpty (x + dx, y, 2)
| 2 = myEmpty (x, y + dy, 2)
| 3= myEmpty (x + dx, y + dy, z)
| 4 = myEmpty (x, y, z + dz)
| 5= myEmpty (x + dx, y, z + dz)
| 6 = myEmpty (X, y + dy, z + dz)
| 7= myEmpty (x + dx, y + dy, z + dz)
| - = raise Sim "can_only_build_8_octants”
end
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fun contains (box as { position, dimension }) pos =
let
val op+ = Vector.+
val op< = Vector.<
val op<= = Vector.<=
in
position <= pos andalso
pos < position + dimension
end

fun makeNode (box, children as Particle { position, mass, ... }) =
letin
Node (1, { position = position, mass = mass },
Matrix.zero, box, children)
end
| makeNode (box, children as Particles ps) =
let
val op@ = Vector.+ infix 6 @
val opx = Vector.scale

val (mass, weighted_pos) =
foldl (fn ({ position, mass, ... } : particle,
(sum_of_mass, weighted_pos)) =
(mass + sum_of_mass, mass * position @ weighted_pos))
(0.0, Vector.zero) ps
val position = (1.0 / mass) * weighted_pos
in
Node (length ps, { mass = mass, position = position },
Matrix.zero, box, children)
end
| makeNode (box, Empty) = empty box
| makeNode (box, Octants ts) =
let
val op@ = Vector.+ infix 6 @
val opx* = Vector.scale
val op— = Vector.—
val x = Vector.outer infix 7 x
val dot = Vector.dot infix 7 dot

val (count, mass, weighted_pos) =
foldl (fn (Node (count, { position, mass }, _, _, ),
(total, sum_of_mass, weighted_pos)) =
(count + total, mass + sum_of_mass,
mass x position @ weighted_pos))

174



(0, 0.0, Vector.zero) ts
val position = (1.0 / mass) * weighted_pos

(x calculate quadrupole for one node based on children ts x)
val moment =
let
val op+ = Matrix.+
val opx = Matrix.scale
val op™ = Matrix.— infix 6 ~

fun Q_child (Node (_, { position = child_pos, mass }, moment, _, _)) =
let
val del_r = child_pos — position
in
moment + (mass * (3.0 x (del_r x del_r)
"~ del_r dot del_r x Matrix.l))
end
in
foldl (fn (n, acc) = Q_child n + acc) Matrix.zero ts
end
in
if count = 0 then
(* Prune empty trees x)
empty box
else if count = 1 then
(x Prune trees with only one particle as well. x)
let
fun findParticle (p, NONE) = SOME p
| findParticle (., SOME _) =
raise Sim “found._2_particles_after_count_=_1"

val p = case fold’ (fn (_, y) = y) findParticle NONE (Octants ts) of
NONE = raise Sim "found_0_particles_after_count_=_1"
| SOMEp=p
in
Node (count, { position = position, mass = mass },
Matrix.zero, box, Particle p)
end
else
Node (count, { position = position, mass = mass },
moment, box, Octants ts)
end

(x Insert a particle into the given pseudo—tree
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(x pseudo—tree = tree without aggregate data (e.g. moment) )
invariant: the particle must lie within the given bounding box *)
and insertParticle (p, (box, Particles ps)) =
letin
(x This is a "small” box, so we don’t split *)
(box, Particles (p :: ps))
end
| insertParticle (p, (box, Empty)) =
letin
(box, Particle p)
end
| insertParticle (p, (box, Particle p’)) =
if Vector.< (#dimension box, epsilon) then
(x Small box —— don’t split )
insertParticle (p, (box, Particles [p’]))
else
(x Split! x)
let
(* Make new children x)
val ts = List.tabulate (8, octant box)
(x Add the two particles x)
val (box, children) = insertParticle (p, (box, Octants ts))
val (box, children) = insertParticle (p’, (box, children))
in
(box, children)
end
| insertParticle (p as { position, ... } : particle,
(box, Octants ts)) =

let
(x Find the octant that should contain the particle and recur x)
val (ts’, ts) = List.partition (fn (Node (_, _, _, box, )) =

contains box position) ts
val (box’, children’) =
case ts’ of [Node (_, _, _, box’, children’)] = (box’, children’)
| nil = raise Sim ("insertParticle_found_0_"
" “children_containing._particle.”
" (particleToString p))
| - = raise Sim ("insertParticle_found._2+."
" “children_containing_particle”)
val t' = makeNode (insertParticle (p, (box’, children’)))
in
(box, Octants (1’ :: ts))
end
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(x Builds the Barnes—Hut tree with the addition of a new particle. That
particle need not lie within the bounding box of the given tree x)
fun addParticle (p as { position, ... } : particle,
Node (, _, _, box, children)) =
let
fun add (box, children) =
if contains box position then
(x If the new particle falls within the tree then add it x)
makeNode (insertParticle (p, (box, children)))
else
(x Expand the tree to cover a larger volume x)
let
val opx = Vector.scale
(* old box *)
val (x0, y0, z0) = #position box
(* particle position x)

val (px, py, pz) = position

(x Extend the box in the direction of the new point. NB, this
may not include the new point, but if not, we will double
again when we recur. Also, remember which octant the old
tree will fall in. x)

val (dx, dy, dz) = #dimension box

val (x, i) = if px < x0 then (x0 — dx, 1) else (x0, 0)

val (y, i) = if py < yO0 then (yO — dy, i + 2) else (y0, i)

val (z, i) = if pz < z0 then (z0 — dz, i + 4) else (z0, i)

(* Double each dimension *)
val box’ = { position = (x, y, z), dimension = 2.0 x #dimension box }

(* Make the other seven octants *)
val ts = List.tabulate (8,
fn j = if i = j then (x Use the original *)
makeNode (box, children)
else (x Make a new one x)
octant box’ j)

in
(x Then try to add the particle to the expanded tree x)
add (box’, Octants ts)

end

val t = add (box, children)
(* possibly "prune” from the top x)
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val t = case t of Node (count, _, _, _, Octants ts) =
(case List.find (fn (Node (count’, , , , ) =
count = count’) ts of

SOME Yt =t
| NONE = 1)
| -=t
in
1
end

fun calculateForce maxSeq (p as { position = part_pos, ... } : particle) t =
let
val op— = Vector.—

(x tests if a cell is well—separated from a particle x)
fun separatedFrom (Node (count, { position = mass_pos, ... }, _,
{ dimension, ... }, ) =
if count = 1 then true
else
let
val dot = Vector.dot infix 7 dot

val del_r = mass_pos — part_pos
val d = Math.sqrt (del_r dot del_r)
val s = max3 dimension

in
s < theta x d

end

(x calculates force on a particle due to a cell )
fun calculateFromNode (Node (count, { mass, position = mass_pos }, moment, _, .)) =
if count = 0 then Vector.zero

else
let
val del_r = mass_pos — part_pos
val == = Vector.== infix 4 ==
in

if del_r == Vector.zero
then Vector.zero
else
let
val scale = Vector.scale infix 7 scale
val dot = Vector.dot infix 7 dot
val mul = Matrix.vec infix 7 mul
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val r_squared = del_r dot del_r
val abs_r = Math.sqrt r_squared
val mrcubed = mass / (r_squared * abs_r)
val acc = mrcubed scale del_r
in
if count = 1 then acc else
let
val del_r5inv = 1.0 / (r_squared = r_squared = abs_r)
val moment_del_r = moment mul del_r
val phi_moment = "2.5 « (del_r dot moment_del_r) x del_r5inv / r_squared
in
(acc — (phi_moment scale del_r))
— (del_r5inv scale moment _del_r)
end
end
end

val op+ = Vector.+
in
if separatedFrom t then
calculateFromNode t
else
case t of
Node (count, _, _, _, Octants ts) =

if false (x count > maxSeq = 10 x) then
A.fold 1 Vector.+
(fn i = calculateForce maxSeq p (List.nth (s, i)))
Vector.zero (length ts)
else

foldl (fn (child, acc) = calculateForce maxSeq p child + acc)
Vector.zero ts
(*x Reached a leaf *)
| - = calculateFromNode t
end

fun update maxSeq del tt =
let
fun updateParticle (p as { position, mass, velocity }) =
let
val op@ = Vector.+ infix 6 @
val scale = Vector.scale infix 7 scale
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val F = calculateForce maxSeq p t
val a = mass scale F
val v = velocity @ del_t scale a

in
{ position = position @ del_t scale v,
velocity = v,
mass = mass }
end

fun updateNode (t as Node (_, _, _, box, Empty)) = (t, nil)
| updateNode (Node (_, _, _, box, Particle p)) =
let
val p = updateParticle p
in
if contains box (#position p) then
(makeNode (insertParticle (p, (box, Empty))), nil)
else
(empty box, [p])
end
| updateNode (Node (., -, -, box, Particles ps)) =
let
val ps = map updateParticle ps
val (ps, ps’) = List.partition (fn ({ position, ... } : particle) =
contains box position) ps
val (box, children) = foldl insertParticle (box, Empty) ps
val t = makeNode (box, children)
in
(t, ps’)
end
| updateNode (Node (count, _, _, box, Octants ts)) =
let
val (is, ps) =
if count > maxSeq then
A.fold 1 (fn ((ts, ps), (ts’, ps’)) =
(ts @ ts’, ps @ ps’))
(fni=
let val (t, ps) = updateNode (List.nth (ts, i))
in ([t], ps) end)
(nil, nil)
(length ts)
else
foldl (fn (t, (s, ps)) =
let val (i, ps’) = updateNode t
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in (t:: ts, ps’ @ ps) end)
(nil, nil)
ts

(x Some particles might have moved between our children... split
those out %)
val (ps, ps’) = List.partition (fn ({ position, ... } : particle) =
contains box position) ps

(x Insert those particles which still fall within our box *)
val (box, children) = foldl insertParticle (box, Octants ts) ps
val t = makeNode (box, children)
in
(t, ps’)
end

val (t, ps) = updateNode t
(* Add the remaining particles back in x)
val t = foldl addParticle t ps
in
t
end
end

A.4.2 Quickhull

structure QuickHull : HULL =
struct
structure V = Vector

(x Given two points on the hull (pl, p2), return the list of points on the
hull between pl (inclusive) and p2 (exclusive) in order. %)
fun split maxSeq (ps, (p1, p2)) =
let
(x compute the “distance” from the line as well as the points above
the line *)
fun finddist (p, (ps, (p0, d0))) =
let
val d = V.cross (p, (p1, p2))
Iin
(if d > 0.0 then p::ps else ps,
if Real.> (d, d0)
then (p, d)
else (p0, d0))
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end
(x convert from list to seq *)
fun seqToPar (ps, (p, d)) = (fromList maxSeq ps, (p, d))
(x take the larger “distance” and merge the lines x)
fun mergedist ((ps1, (p1, d1)), (ps2, (p2, d2))) =
(append maxSeq (ps1, ps2),
if Real.> (d1, d2)
then (p1, d1)
else (p2, d2))
(x points above the line, plus the point furthest above the line x)
val (ps, (p0, .)) = fold maxSeq
mergedist
seqToPar
finddist
(nil, (p1, 0.0))
psS
(x include p1 *)
val ps = append maxSeq (singleton p1, ps)
val | = size ps
in
if | <=2 then ps
else if | <= maxSeq then
append maxSeq (split maxSeq (ps, (p1, p0)),
split maxSeq (ps, (p0, p2)))
else
append maxSeq (fork (fn () = split maxSeq (ps, (p1, p0)),
fn () = split maxSeq (ps, (p0, p2))))
end

fun hull maxSeq ps =
let
(x Find the extreme points in the x—dimension %)
fun mergeminmax ((p1 as (min1, ),
p1’ as (maxi, )),
(p2 as (min2, ),
p2’ as (max2, )))) =
(if min1 < min2 then p1 else p2,
if max1 > max2 then p1’ else p2’)

val (min, max) = fold maxSeq
mergeminmax
(fn x = x)
(fn (p, minmax) = mergeminmax ((p, p), minmax))
((Real.posinf, 0.0), (Real.neglnf, 0.0))
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pS
in
append maxSeq (fork (fn () = split maxSeq (ps, (min, max)),
fn () = split maxSeq (ps, (max, min))))
end
end

A.4.3 Fibonacci

funfibn =
if n <=1 then 1
else
let
val (a, b) = fork (fn () = fib (n — 1),
fn () = fib (n — 2))
in
a+b
end

A.4.4 Pipelining

structure Pipeline =
struct
open FutureList
fun run stages numSteps (init, last, finish) =
let
val inputs = tabulate (hnumSteps, init)
fun loop (i, stage::stages, inputs) =

let

val inputs = mapi stage inputs
in

loop (i + 1, stages, inputs)
end

| loop (i, nil, inputs) = (i, inputs)
val (i, inputs) = loop (1, stages, inputs)

val outputs = foldl (fn (input, (j, output)) =
(j + 1, last (input, output))))
(0, finish)
inputs
in
#2 outputs
end
end
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