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ABSTRACT

While many recently proposed audio declipping algorithms are
highly effective in their ability to restore clipped speech, the al-
gorithms’ computational complexities inhibit their use in many
practical situations. Real-time or nearly real-time performance is
impossible using a typical laptop computer, with some algorithms
taking as long as 400 times the actual duration of the input to
complete restoration. This paper introduces a novel declipping algo-
rithm, referred to as Regularized Blind Amplitude Reconstruction,
which is capable of restoring clipped audio at rates much faster than
real time and at restoration qualities comparable to existing algo-
rithms. The quality of declipping is evaluated in terms of automatic
speech recognition performance on declipped speech, as well as the
degree to which each declipping algorithm improves the audio’s
signal-to-noise ratio.

Index Terms— Nonlinear distortion, declipping, robust speech
recognition, speech enhancement, least squares

1. INTRODUCTION

The fields of speech enhancement, noise reduction, and robust
speech recognition (i.e., the design of automatic speech recognition
systems that perform well independent of variable deployment con-
ditions) have a long and diverse history. Historically, the focus of
many speech enhancement and robust feature extraction algorithms
has been to vitiate the impact of “standard” noise types, such as
additive noise (e.g., [1, 2, 3, 4]), interfering speech (e.g., [5, 6]), and
reverberation (e.g., [7, 8]).

Another type of relevant but largely ignored form of distortion
is amplitude clipping. Amplitude clipping is a special case of non-
invertible dynamic range compression (DRC) which completely
eliminates the positive and negative peaks of an audio waveform
beyond a particular amplitude value, τ . In practice, clipping often
occurs either (1) when recording an input audio signal that exceeds
the dynamic range limitations of the A/D converter, or (2) when
writing audio data to a file without first properly normalizing it.
Clipping can severely degrade the accuracy of automatic speech
recognition (ASR) [9] and is generally regarded as perceptually
undesirable [10].

Various audio declipping algorithms have been developed over
the past few decades. Autoregressive (AR) modeling for speech de-
clipping has been utilized in work by Janssen et al. [11], Dahimene
et al. [12], and indirectly by Fong and Godsill as the foundation for
a particle filter [13]. Other prevailing techniques include recursive
vector projection [14], reconstructions based on sparse representa-
tions of speech [10, 15], compressed sensing [16], and least squares
interpolation [9, 17].

This paper introduces a novel declipping algorithm based on
regularized least squares minimization. The concept for the algo-
rithm is motivated by the authors’ previously-developed Constrained
Blind Amplitude Reconstruction (CBAR) algorithm, which uses con-
strained least squares minimization for audio declipping [9]. As will
be shown, the newly-developed Regularized Blind Amplitude Re-
construction (RBAR) algorithm greatly reduces the computational
complexity of declipping with respect to CBAR while maintaining
comparable declipping performance in terms of both signal-to-noise
ratio (SNR) and ASR word error rate (WER).

2. AUDIO CLIPPING

A mathematical definition of clipping that will be utilized in this
paper is as follows:

xc[n] =

{
x[n] if |x[n]| < τ

τ · sgn(x[n]) if |x[n]| ≥ τ
(1)

In Eq. 1, x[n] is an unadulterated speech signal, xc[n] is a
clipped speech signal, and τ is the clipping threshold, i.e., the ab-
solute amplitude value beyond which input signal samples are lost.
In this paper, the threshold value will be expressed in terms of per-
centiles of the absolute value of the input speech. We use the desig-
nation τ = Pr , which indicates that r percent of the speech data lies
in (−τ,+τ) and (100 − r) percent of the data is clipped. Comput-
ing τ in this fashion causes the effect of clipping to be independent
of arbitrary scaling of the waveform, allowing for more controlled
experiments. In this paper, it is assumed that τ is known a priori and
that clipped samples can be precisely identified.1

3. EXISTING APPROACHES AND MOTIVATION

As described in Sec. 1, a wealth of creative techniques have been
applied to the problem of declipping. Unfortunately, as illustrated
in [9], most of the algorithms provide no improvement in quality
(or contribute to further degradation) of clipped signals in all cases
except for the most benign clipping thresholds (e.g., τ ≥ P95). For
this reason, only the two most effective, state-of-the-art algorithms
are more thoroughly described here.

3.1. Consistent iterative hard thresholding

Kitic et al. recently proposed a highly-effective sparsity-based al-
gorithm for declipping [10], which will be referred to as Kitic-IHT.

1In the absence of noise, the identification of clipped samples is trivial.
When additive noise is present, however, the problem becomes more difficult.
This is a subject addressed in a companion submission to ICASSP 2015.
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Fig. 1. Average runtime of declipping algorithms over 50 indepen-
dent trials when used to repair a voiced speech segment. The plotted
data depicts the natural logarithm of the times real-time (TRT) value;
the actual TRT value is indicated in brackets. Timing experiments
were run in MATLAB R2013a on an Apple MacBook Air with a 1.7
GHz Intel Core i5 processor and 4 GB of RAM.

Each incoming frame of clipped speech is represented using a sparse
linear combination of Gabor basis vectors. The weights of the lin-
ear combination are learned using a modified form of Iterative Hard
Thresholding [18]. The algorithm is deemed “consistent” as it re-
quires the interpolated sample values to be greater than or equal to τ
in the absolute sense, and carry the same sign as the corresponding
clipped signal samples. As will be shown, Kitic-IHT gives rise to
substantial improvements in SNR and WER.

3.2. Constrained blind amplitude reconstruction

The recently proposed Constrained Blind Amplitude Reconstruction
(CBAR) algorithm interpolates clipped segments by minimizing the
energy of the second derivative of the reconstructed signal. To un-
derstand the algorithm more formally, consider the following defini-
tions.

Let x be a column vector of length L, which contains all the
samples of a frame of clipped speech. Suppose there are R ≤ L
reliable samples contained in the vector xr and C = L−R clipped
samples contained in the vector xc. Let Sr be the R x L matrix
obtained from the L x L identity matrix by removing all rows cor-
responding to a clipped sample. Similarly, let Sc be the C x L ma-
trix obtained from the L x L identity matrix by removing all rows
corresponding to reliable samples. Finally, let Di represent the ith

derivative, a linear operator. Note that:

x = STr xr + STc xc (2)

The CBAR declipping algorithm restores clipped signal samples
by solving the following constrained minimization problem:

minimize
xc

||D2

(
STr xr + STc xc

)
||22

subject to xc ◦ sgnScx ≥ +τ1
(3)

In the constraint term of Eq. 3, the ◦ represents the Hadamard
(elementwise) product of two vectors or matrices. The product Scx
is a C x 1 vector containing the clipped samples from the original
signal frame, x, but with the reliable samples removed. Where the

observed clipped sample is equal to +τ , the underlying unclipped
sample (the value of which is to be estimated) must be greater than
or equal to +τ . Inversely, where the observed clipped sample is
equal to −τ , the underlying unclipped sample must be less than or
equal to −τ . Requiring (each element of) the elementwise product
of xc and the sign of the corresponding observed clipped samples to
be greater than τ incorporates this knowledge.

3.3. Motivation for current work

While both Kitic-IHT and CBAR can be highly effective for clipped
signal repair, their respective computational complexities may cause
the algorithms to be impractical for many real-world use cases and
certainly eliminate the possibility of real-time, “online” processing.
The efficiency of an algorithm can be measured in terms of its times
real-time (TRT) value, defined as the ratio of the time it takes to
process audio data to the actual duration of the audio data. For ex-
ample, if an algorithm takes 5 seconds to process a 4-second dura-
tion utterance, its TRT value would be 5/4 = 1.25. The lower the
TRT value, the faster the algorithm. The TRT values as a function
of τ for Kitic-IHT and CBAR are shown in Fig. 1. It can be seen
that both Kitic-IHT and CBAR process data much slower than real
time, with CBAR running at over 400 times real-time in the worst
case. The motivation for the work in this paper is to develop an al-
gorithm that exhibits declipping performance comparable to CBAR
and Kitic-IHT but with the ability to process data at a much faster
rate.

4. REGULARIZED BLIND AMPLITUDE
RECONSTRUCTION

The principal culprit underlying the slow processing speed of CBAR
is the imposition of a hard constraint on the minimization of the en-
ergy of the second derivative. By modifying the form of the CBAR
objective function to include a regularization term, the hard con-
straint becomes unnecessary, and a closed-form solution is possible.

4.1. Regularization

A standard least squares problem can be stated as follows:

ŵ = argmin
w

||y −Aw||22 (4)

Regularization is often used to modify the standard least squares
problem statement such that the solution vector, ŵ, likely has more
desirable characteristics. For example, rather than solving Eq. 4, one
may be interested in finding a solution with relatively low energy.
This can be achieved by solving the following problem:

ŵ = argmin
w

||y −Aw||22 + λ||Hw||22 (5)

If H = I , the energy of w is minimized in the original space,
otherwise its energy is minimized in the space defined by the lin-
ear operator H . Naturally, λ is an adjustable real-valued parameter
that quantifies the relative importance of the regularizing term in the
minimization. Note that any number of linear regularizing terms can
be added to the objective function and a closed-form solution is still
possible. The form of regularization most relevant to this discussion
is as follows:

ŵ = argmin
w

||y −Aw||22 + λ0||t0 −H0w||22

+ λ1||t1 −H1w||22
(6)



In Eq. 6, t0 and t1 are target vectors used to guide the solution
in the spaces defined by H0 and H1, respectively. For declipping,
these terms will be used to guide the solution toward values greater
than +τ , where the signal is clipped at +τ , and less than−τ , where
the signal is clipped at −τ . Using J(w) to denote the objective
function as a whole, the solution vector, ŵ, is obtained by finding
the matrix derivative of J(w) and setting it equal to 0, as follows.

∂

∂w
J(w) = 2AT (Aw − y) + 2λ0H

T
0 (H0w − t0)

+ 2λ1H
T
1 (H1w − t1)

(7)

Setting Eq. 7 equal to 0, as noted, yields the following solution:

ŵ = (ATA+ λ0H
T
0 H0 + λ1H

T
1 H1)

−1×

(ATy + λ0H
T
0 t0 + λ1H

T
1 t1)

(8)

4.2. Applying regularization to declipping

Of theC = L−R clipped samples in the vector x, suppose there are
Cp positively-clipped samples (i.e., samples clipped at +τ ) and Cn
negatively-clipped samples (i.e., samples clipped at−τ ). Expanding
on the notation developed in Sec. 3.2, define S+

c to be the Cp x C
matrix obtained from the C x C identity matrix by removing all
rows corresponding to a negatively-clipped sample. Similarly, let
S−
c be the Cn x C matrix obtained from the C x C identity matrix

by removing all rows corresponding to positively-clipped samples.
Note the following relationship is true:

xc = (S+
c )
Tx+

c + (S−
c )

Tx−
c (9)

Given the signal decomposition of Eq. 9, the regularized objec-
tive function for declipping can be framed as follows:

x̂c = argmin
xc

||D2S
T
r xr +D2S

T
c xc||22

+ λ||t0 − S+
c xc||22

+ λ||t1 − S−
c xc||22

(10)

The first term in Eq. 10 represents the energy of the 2nd deriva-
tive of the reconstructed signal; the second and third terms repre-
sent the squared-error between target vectors, t0 and t1, and the
positively-clipped and negatively-clipped sample sets, respectively.
Equation 8 can be used to solve Eq. 10 by making the following
associations to Eq. 6, and noting that xc replaces w.

x̂c = argmin
xc

||D2S
T
r xr︸ ︷︷ ︸

y

+D2S
T
c︸ ︷︷ ︸

−A

xc||22

+ λ||t0 − S+
c︸︷︷︸

H0

xc||22

+ λ||t1 − S−
c︸︷︷︸

H1

xc||22

(11)

Therefore,

x̂c =

−(ScDT
2 D2S

T
c + λ((S+

c )
TS+

c + (S−
c )

TS−
c ))

−1×

(ScD
T
2 D2S

T
r xr − λ((S+

c )
T t0 − (S−

c )
T t1))

(12)
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Fig. 2. Scatter plot showing the relationship between the ratio P95
τ

and the fraction of clipped samples in a frame of clipped speech.
The plot also shows a piecewise least squares fit to the data, which
is used to assign the target vectors in Eq. 12.

The overall signal frame is then resynthesized using Eq. 2. In
practice, audio data is processed in 50 ms frames extracted every
12.5 ms. Once declipped, the audio is reconstructed using overlap-
add (OLA) [19]. Because RBAR has the tendency of smoothing
fricatives, only voiced frames are processed. Voiced frames are de-
tected using cepstral analysis [20].

4.3. Amplitude prediction

In order to compute x̂c in Eq. 12, values must be assigned to the tar-
get vectors, t0 and t1. They should be assigned such that the inter-
polation tends toward a legitimate solution in which the interpolating
samples fall above τ in positively-clipped segments, and below −τ
in negatively-clipped segments.

Because the first term of Eq. 10 enforces a smooth reconstruc-
tion, it is reasonable to dynamically assign the target vectors to a
constant value equal to some robust measure of the peak amplitude
in a given clipped frame. Figure 2 shows a scatter plot of the ratio of
the 95th percentile of a frame of speech before clipping, to the clip-
ping threshold, τ (i.e., P95

τ
) as a function of the fraction of clipped

samples in each frame of speech. The points on the scatter plot were
obtained by artificially clipping a clean database of speech (indepen-
dent of the testing data) at five different thresholds:2 P15, P35, P55,
P75, and P95, and using the pre-clipped clean data to determine the
ratio, P95

τ
.

Nonlinear least squares [21] can be used to fit a regression func-
tion to the data in Fig. 2. The optimal fit was found to be a piecewise
combination of exponential and power-law functions. Denoting the
ratio as φ = P95

τ
and the fraction of clipped samples as ρ, the result-

ing regression function is given by:

φ(ρ) =

{
e2.481ρ for ρ ≤ 0.9

271.7493ρ59.9519 + 8.8361 for ρ > 0.9
(13)

Given the value of ρ for an incoming frame of clipped speech

2The clipping thresholds for setting τ and artificially clipping the speech
are determined from the percentiles over an entire utterance; the threshold
used in the ratio, P95

τ
, is associated with an individual short-duration frame.
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Fig. 3. Results of ASR experiments on speech clipped at various
thresholds and then declipped using the indicated algorithm. The
ASR system was trained on features extracted from clean, unclipped
speech.

(which can be computed trivially with the knowledge of which sam-
ples are clipped), the target values are then set as follows:

t0 = φ(ρ)τ1; t1 = −φ(ρ)τ1 (14)

5. EXPERIMENTAL RESULTS

Speech recognition experiments are run using CMU Sphinx-III [22],
trained on the clean RM1 database [23], with Mel-Frequency Cep-
stral Coefficient (MFCC) features. The RM1 database is sampled at
16 kHz and contains 1600 training utterances and 600 test utterances.
A standard bigram language model and 8-component GMM-based
acoustic model were used. Further experimental details are provided
in [9].

Figure 3 compares the word error rates (WERs) obtained using
RBAR with error rates with no processing, CBAR, and the Kitic-IHT
algorithm. It can be seen that RBAR provides a significant reduction
in WER that matches or exceeds the performance of Kitic-IHT for
the important range of thresholds τ between P55 and P95, and pro-
vides a very substantial benefit compared to no processing at all but
the worst clipping thresholds. Figure 4 demonstrates that RBAR
provides competitive improvements in SNR as well.

Most importantly, Fig. 1 confirms the dramatically reduced run-
times that are possible with RBAR relative to Kitic-IHT and CBAR.
RBAR is between 110 and 4,149 times faster than CBAR (for τ =
P2 and τ = P35, respectively), and between 1.6 times and 23 times
faster than Kitic-IHT (for τ = P2 and τ = P99, respectively). Fig-
ure 5 compares the performance of the various algorithms in additive
white noise. While RBAR is not as robust to additive noise as Kitic-
IHT (Fig. 5) it still leads to significant reductions in WER, close to
what had been observed with the CBAR algorithm.
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Fig. 4. Median SNR of the RM1 speech database clipped at various
thresholds and then declipped using the indicated algorithm. The
noise signal in the SNR computation is taken to be the difference be-
tween the (de-)clipped signal and the original, unadulterated speech.
In some cases, e.g., τ = P35 and τ = P55, RBAR yields the largest
improvement in SNR over baseline.
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(b) τ = P75

Fig. 5. Results of ASR experiments on clipped speech added to
white Gaussian noise and then declipped using the indicated algo-
rithm. Noise is added after clipping; perfect knowledge of which
samples are clipped is assumed to be known.
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