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UNIT	13A	
AI:	Game	Trees	&	Search	Strategies	
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ArAficial	Intelligence	
•  Branch	of	computer	science	that	studies	the	use	of	

computers	to	perform	computaAonal	processes	normally	
associated	with	human	intellect	and	skill.	

•  Some	areas	of	AI:	
Expert	systems 	Knowledge	representaAon	 	RoboAcs	
Machine	learning 	Natural	language	processing	

•  Allen	Newell	and	Herbert	Simon	(CMU)	
	General	Problem	Solver	(GPS)	in	1957		
	Awarded	the	Turing	Award	in	1975	for		
"basic	contribuAons	to	arAficial	intelligence,	
	the	psychology		of	human	cogniAon,	
and	list	processing."	
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Game	Trees	

•  For	most	games,	the	number	of	possible	moves	and	
potenAal	outcomes	is	HUGE.	

•  A	classical	AI	technique	used	to	manage	this	
computaAon	is	the	use	of	a	game	tree.	
–  A	tree	is	built	with	a	root	node	represenAng	the	current	

state	of	the	game.	
–  Children	nodes	are	generated	represenAng	the	state	of	the	

game	for	each	possible	move.	
–  The	tree	is	propagated	down,	building	more	children	nodes	

for	moves	allowed	by	the	next	move,	etc.	
–  Leaves	are	terminal	states	of	the	game.	
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Tic	Tac	Toe	
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Game	Trees	are	BIG!	

•  Assuming	that	all	nine	posiAons	must	be	filled	before	
the	game	ends,	how	big	does	this	tree	get?	

•  Of	course,	in	real	Tic-Tac-Toe,	a	player	can	win	without	
filling	the	whole	board.	
–  What	is	the	first	level	of	the	tree	where	this	can	occur?	

	
	

–  How	big	is	this	tree	up	to	this	level?	
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Minimax	Algorithm	

•  Computer	wants	to	maximize	its	score.	
Human	wants	to	minimize	computer's	score.	
What	move	should	computer	make	given	final		
outcomes?	

•  Given	final	outcomes	ranked	as	a	"score",	work	up	the	
tree.	At	the	next	level	up,	if	the	computer	is	playing,	store	
the	max	of	each	of	its	children.	If	the	human	is	playing,	
store	the	min	of	each	of	its	children.	

•  Once	you	get	to	the	root,	the	value	there	will	indicate	the	
opAmal	move	to	make.	
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Example	
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computer plays 
(MAX) 

computer 
plays (MAX) 

human plays 
(MIN) 

human  
plays 
(MIN) 

final outcomes (scores) 

20 30 25 40        25              15                35              40           30 

30 40 35                                40 

30 35 

35 

BEST OUTCOME FOR  
COMPUTER IF BOTH 
PLAY OPTIMALLY 

NODES REPRESENT 
GAME STATES/SCORES 
(image: http://aidblab.cse.iitm.ac.in/cs638) 

Dealing	with	the	Huge	Search	Space	

•  How	does	a	computer	program	that	plays		
Ac-tac-toe,	or	chess,	deal	with	the	huge	size	of	the	
game	trees	that	can	be	generated?	
–  In	chess,	the	average	number	of	possible	next	moves	is	

around	35,	and	the	average	number	of	moves	in	a	chess	
game	is	around	100,	so	the	number	of	possibiliAes	a	
computer	must	check	is	about	35100,	which	is	beyond	hope,	
even	for	our	fastest	computers!	

•  These	programs	use	heurisAcs	to	narrow	the	search	
space	in	the	tree	that	must	be	examined	
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HeurisAcs	

•  Since	it	is	believed	that	human	thought	is	
not	enArely	algorithmic,	many	problems	in	
AI	are	solved	by	using	heurisAcs.	

•  A	heurisAc	is	an	algorithm	that	typically	finds	
a	reasonably	good	soluAon	to	a	problem	
(rather	than	the	opAmal,	best	soluAon)	in	
order	to	reduce	the	running	Ame	to	a	
reasonable	amount.	
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AI	Opponents	

•  Consider	the	game	of	Pente.	
–  Players	alternate,	placing	their	stones	on	the	game	

board	at	the	intersecAon	of	lines,	one	at	a	Ame.	
–  The	object	of	the	game	is	to	be	the	first	player	to	

either	get	five	stones	in	a	straight	line	or	capture	5	
pairs	of	stones	of	the	other	player.	

–  If	we	were	write	a	computer	program	to	play	Pente	
against	a	human	player,	how	does	the	computer	
calculate	its	moves	when	there	are	a	huge	amount	of	
possibiliAes	to	consider?	
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HeurisAcs	

•  We	can	use	heurisAcs	to	make	
the	problem	easier	to	deal	with.	
–  Check	for	x-pieces	in	a	row.	
–  Check	for	capture	possibiliAes.	
–  Check	for	x-pieces	in	a	row	for	opponent.	
–  Check	for	opponents	potenAal	to	make	a	capture.	

15110	Principles	of	CompuAng,	Carnegie	
Mellon	University	-	CORTINA	 11	

Example: 
Code each cell based 
on number of opponent 
pieces in same row,  
column and diagonal. 

http://www.generation5.org/content/2000/boardai.asp 

“Deep	Blue”	

•  IBM's	"Deep	Blue"	computer	beats		
Gary	Kasparov	in	a	chess	match	in	1997.	

•  HeurisAcs	values:	
–  The	value	of	each	piece.	(1	for	pawn	up	to	9	for	queen)	
–  The	amount	of	control	each	side	has	over	the	board.	
–  The	safety	of	the	king.	
–  The	quickness	that	pieces	move	into	fighAng	posiAon.	

•  For	more	info:	
–  hgp://www.research.ibm.com/deepblue/home/html/b.html	

•  Is	Deep	Blue	intelligent?	
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“Chinook”	
•  Created	by	computer	scienAsts	from	the		

University	of	Alberta	to	play	checkers		
(draughts)	in	1989.	

•  In	2007,	the	team	led	by	Jonathan	Schaeffer	announced	that	
Chinook	could	never	lose	a	game.	

•  Chinook's	algorithms	featured:	
–  a	library	of	opening	moves	from	games	played	by	grandmasters		
–  a	deep	search	algorithm	
–  a	good	move	evaluaAon	funcAon	(based	on	piece	count,	kings	count,	

trapped	kings,	player’s	turn,	“runaway	checkers”,	etc.)		
–  an	end-game	database	for	all	posiAons	with	eight	pieces	or	fewer.	and	

other	minor	factors.		

•  Is	Chinook	intelligent?	
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“Watson”	
•  IBM's	“Watson"	computer	beats		

champions	Ken	Jennings	and	Brad	Ruger	
in	a	2-game	match	on	Jeopardy!	in	2011.	

•  Watson	parsed	clues	into	different	keywords	and	
fragments.	

•  Watson	had	4TB	of	data	content	but	was	not	connected	to	
the	Internet	during	the	game.	

•  Watson	executed	1000s	of	proven	language	analysis	
algorithms	concurrently.	The	more	algorithms	that	pointed	
to	the	same	answer,	the	more	confident	Watson	was	and	
the	more	likely	it	would	buzz	in.	

•  Is	Watson	intelligent?	
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