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Outline

• A bit of background on AI alignment (in LLMs / text-to-image)

• Social choice to align with multiple stakeholders



A remarkable interaction

• Is this:
• a subtle death threat

• a display of a perverse sense 
of humor

• a ripoff

• an indication that the system 
doesn’t know what it’s doing





Abilities emerging just with scale

"A portrait photo of a kangaroo wearing an orange hoodie and blue 
sunglasses standing on the grass in front of the Sydney Opera House holding a 
sign on the chest that says Welcome Friends!“
https://parti.research.google/
(PARTI = Pathways Autoregressive Text-to-Image Model”

https://parti.research.google/


https://www.oxford-aiethics.ox.ac.uk/blog/what-do-large-language-models-tell-us-about-ourselves
https://www.oxford-aiethics.ox.ac.uk/blog/what-do-large-language-models-tell-us-about-ourselves
https://www.oxford-aiethics.ox.ac.uk/blog/what-do-large-language-models-tell-us-about-ourselves


Bran et al., 
Augmenting large 
language models 

with chemistry 
tools, Oct. 2023

https://arxiv.org/pdf/2304.05376.pdf




One of them, a 
woman of Asian 
descent, stands 

and presents

and a woman of 
Hisp

A man of 
African 
descent is 
pointing 
to a 
screen

A man of Middle 
Eastern descent is 
presenting



ChatGPT-4 DALL·E instructions 
Dec’23 (h/t Derek Leben)

8. Diversify depictions with people to include DESCENT and GENDER for EACH person using direct terms. Adjust 

only human descriptions. // - 

Your choices should be grounded in reality. For example, all of a given OCCUPATION should not be the same 

gender or race. Additionally, focus on creating diverse, inclusive, and exploratory scenes via the properties you 

choose during rewrites. Make choices that may be insightful or unique sometimes. // - 

Use all possible different DESCENTS with EQUAL probability. Some examples of possible descents are: 

Caucasian, Hispanic, Black, Middle-Eastern, South Asian, White. They should all have EQUAL probability. // - 

Do not use "various" or "diverse" // - 

Don't alter memes, fictional character origins, or unseen people. Maintain the original prompt's intent and prioritize 

quality. // - 

For scenarios where bias has been traditionally an issue, make sure that key traits such as gender and race are 

specified and in an unbiased way -- for example, prompts that contain references to specific occupations.



ChatGPT-4 DALL·E instructions Jan’24

5. Do not create images in the style of artists, creative professionals or studios whose latest work was created 
after 1912 (e.g. Picasso, Kahlo). - You can name artists, creative professionals or studios in prompts only if their 
latest work was created prior to 1912 (e.g. Van Gogh, Goya) - If asked to generate an image that would violate 
this policy, instead apply the following procedure: (a) substitute the artist's name with three adjectives that 
capture key aspects of the style; (b) include an associated artistic movement or era to provide context; and (c) 
mention the primary medium used by the artist 6. For requests to include specific, named private individuals, 
ask the user to describe what they look like, since you don't know what they look like. 7. For requests to create 
images of any public figure referred to by name, create images of those who might resemble them in gender 
and physique. But they shouldn't look like them. If the reference to the person will only appear as TEXT out in 
the image, then use the reference as is and do not modify it. 8. Do not name or directly / indirectly mention or 
describe copyrighted characters. Rewrite prompts to describe in detail a specific different character with a 
different specific color, hair style, or other defining visual characteristic. Do not discuss copyright policies in 
responses.





https://www.oxford-aiethics.ox.ac.uk/blog/how-chatgpt-has-been-prompted-respect-safety-fairness-and-copyright


Some concerns about LLMs
• Overconfidence / hallucination / BS

• It does not know what it does not know…
• … or at least doesn’t indicate this

• Stealing / leaking / lack of attribution

• Cybersecurity / bot armies / flood of communication / other malicious uses

• Loss of signal in text being written (cf. deepfakes)
• College essays
• Job applications
• …

• Environmental cost / cheap outsourcing of human labor / …

• Inheriting human biases / uneven training data across languages and cultures

• Harmful speech / manipulating and deceiving humans

• Humans overinterpreting responses / getting directed into real-world action

• A new general / difficult-to-direct intelligence

• …



https://www.penguin.co.uk/books/317706/moral-ai-by-conitzer-jana-schaich-borg-walter-sinnott-armstrong-and-vincent/9780241454749


https://openai.com/research/instruction-following

“To train InstructGPT 
models, our core 
technique 
is reinforcement 
learning from human 
feedback (RLHF), a 
method we helped 
pioneer in our earlier 
alignment research. 
This technique uses 
human preferences as 
a reward signal to 
fine-tune our models, 
which is important as 
the safety and 
alignment problems 
we are aiming to 
solve are complex and 
subjective, and aren’t 
fully captured by 
simple automatic 
metrics.”

https://openai.com/research/instruction-following
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/
https://openai.com/blog/deep-reinforcement-learning-from-human-preferences/


Bai et al., Constitutional AI: Harmlessness from AI Feedback. 
https://arxiv.org/abs/2212.08073

https://arxiv.org/abs/2212.08073


Bai et al., Constitutional AI: Harmlessness from AI Feedback. 
https://arxiv.org/abs/2212.08073

…

https://arxiv.org/abs/2212.08073


organized with:

Jobst Heitzig Wesley Holliday



https://sites.google.com/view/sc4ai/workshops/sc4ai24e


Social Choice for AI Ethics and Safety 2025 (SC4AI'25) will take place at AAMAS 2025 in Detroit, Michigan on May 19-20, 2025.
The workshop is organized by Vincent Conitzer, Jobst Heitzig, Wesley Holliday, and Eric Pacuit.
Key dates
Submission deadline: February 4, 2025
Acceptance notification: March 10, 2025
Workshop: May 19-20, 2025

Submission
Please submit contributions (full papers or extended abstracts) via this link by February 4, 2025:
https://easychair.org/my/conference?conf=sc4ai25

https://sites.google.com/view/sc4ai/workshops/sc4ai25
https://aamas2025.org/
https://www.cs.cmu.edu/~conitzer/
https://www.pik-potsdam.de/members/heitzig
https://sites.google.com/site/wesholliday/
https://pacuit.org/
https://easychair.org/my/conference?conf=sc4ai25


How to aggregate feedback 
from multiple humans?

Question already studied in the context of 
aligning other AI systems: [C. et al. 2017, 
Noothigattu et al. 2018, Freedman et al. 
2018/2020, Kahng et al. 2019, …]



https://qz.com/1383083/how-ai-changed-organ-donation-in-the-us/


Indecision 
modeling 
[AAAI’21]

Walter Sinnott-
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http://www.cs.cmu.edu/~conitzer/indecisionAAAI21.pdf
http://www.cs.cmu.edu/~conitzer/indecisionAAAI21.pdf


https://arxiv.org/abs/2404.10271












Problematic examples in social choice

discursive dilemma / 
doctrinal paradox

Condorcet cycle

… but social choice is precisely about how to 
aggregate into a consistent assessment! 



Illustrative example of axiomatic approach:
Independence of clones

from Schulze [’11]

Emin Berker

https://www.jstor.org/stable/41108129


https://chat.lmsys.org/


Ranking Responses: Borda score

• Stop wins with 8 points, Caution has 7

• How can rater 3 manipulate?

> > >

> > >

> > >rater 3

rater 2

rater 1

1 023



Gibbard-Satterthwaite impossibility theorem

• Suppose there are at least 3 candidates

• There exists no rule that is simultaneously:

– onto (for every candidate, there are some votes 

that would make that candidate win),

– nondictatorial (there does not exist a voter such 

that the rule simply always selects that voter’s first 

candidate as the winner), and

– nonmanipulable



Rating Individual Responses

• What should the aggregate rating be…? 
• Average? Median?

• Assuming that preferences are single-peaked, selecting the median is strategy-
proof and has other desirable social choice-theoretic properties…

• … but only if agents care inherently about score, not about how scores compare

I give Stop 4/10I give Stop 2/10 I give Stop 9/10

x



Quantitative judgment 
aggregation

Natural objective: 

 minimize Σi Σa,b da,b,i where da,b,i 

= | ta,b - ta,b,i | is the distance 
between the aggregate 
difference ta,b and the subjective 
difference ta,b,i

stop

gocaution

5 15

10

stop

gocaution

-5 15

20

stop

gocaution

10 40

30

stop

gocaution

5 25

20

objective value 70 (optimal)

Yixuan 
Xu

link to paper 

on arXiv, 

appeared at 

NeurIPS’24

https://arxiv.org/abs/2410.05550
https://arxiv.org/abs/2410.05550


Some questions for discussion

• How should we think about what the space of alternatives is?

• What should be the type(s) of feedback humans give?

•  Who gets to give feedback, and how is it weighed?
• How is a representative pool of stakeholders selected to give feedback?

• What about behavioral aspects / how should human cognitive structures be 
taken into account?

• What traditional social choice concepts are most relevant for AI alignment?

• When should we have multiple AI systems, and how do we avoid conflict 
between them?  (→ cooperative AI)

• Can a social-choice-theoretic approach make the system… 
• more robust? safer?
• redundancy? introducing irrationality due to Condorcet cycles?

link to paper 

on arXiv, 

appeared at 

ICML’24

Emanuel 
Tewolde

https://arxiv.org/abs/2404.10271
https://arxiv.org/abs/2404.10271


What will this do for safety of these systems?

• Maybe it will be good for safety because...
• Carefully including and aggregating a greater variety of feedback 

will catch more issues / be less vulnerable to blind spots, mistakes, 
bad incentives, etc., of a few

• Making sure everyone is represented will reduce incentives for 
some people to create competing systems

• Maybe it will be bad for safety because…
• Due to inconsistencies across people in their feedback the system 

will behave inconsistently / irrationally
• … but social choice is precisely about how to aggregate into a 

consistent assessment!
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