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Abstract

In this paper, we describe an experimental study of
Internet topological stability and the origins of failure
in Internet protocol backbones. The stability of end-to-
end Internet paths is dependent both on the underly-
ing telecommunication switching system, as well as the
higher level software and hardware components speci�c
to the Internet's packet-switched forwarding and rout-
ing architecture. Although a number of earlier studies
have examined failures in the public telecommunication
system, little attention has been given to the character-
ization of Internet stability. We provide analysis of
the stability of major paths between Internet Service
Providers based on the experimental instrumentation of
key portions of the Internet infrastructure. We describe
unexpectedly high levels of path 
uctuation and an ag-
gregate low mean time between failures for individual
Internet paths. We also provide a case study of the
network failures observed in a large regional Internet
backbone. We characterize the type, origin, frequency
and duration of these failures.

1. Introduction

In a brief number of years, the Internet has evolved
from a relatively obscure, experimental research and
academic network to a commodity, mission-critical
component of the public telecommunication infrastruc-
ture. Internet backbone failures that previously only
impacted a handful of academic researchers and com-
puter scientists, may now as easily generate millions of
dollars of losses in e-commerce revenue and interrupt
the daily routine of hundreds of thousands of end-users
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The computer engineering literature contains a large
body of work on both computer fault analysis, and the
analysis of failures in the Public Switched Telephone
Network (PSTN) [17, 1, 8]. Studies including [6, 18]
have examined call blocking and call failure rates for
both telephony and circuit switched data networks. Al-
though a number of researchers have applied graph the-
oretic approaches to the study of faults in simulated,
or theoretical networks [2], the topological stability
and dynamics of deployed wide-area Internet Proto-
col (IP) backbones has gone virtually without formal
study, with the exception of [9, 4, 3, 15].

In this paper, we describe an experimental study of
Internet stability and the origins of failure in Internet
protocol backbones. Unlike telephony networks, the
stability of end-to-end Internet paths is dependent both
on the underlying telecommunication switching sys-
tem, as well as the higher level software and hardware
components speci�c to the Internet's packet-switched
forwarding, name resolution and routing architecture.
Although a number of vendors provide mean-time to
failure statistics for speci�c hardware components used
in the construction of wide-area networks (e.g. power
supplies, switches, etc.), estimations of the failure rates
for IP backbones at a systemic level remain problem-
atic.

The Internet exhibits a number of engineering and
operational challenges distinct from those associated
with telephony networks and applications. Most sig-
ni�cantly, unlike switched telephony networks, the In-
ternet is a conglomeration of thousands of heteroge-
neous dynamically packet switched IP backbones. In-
ternet hosts segment application level streams into one
or more independently routed IP datagrams. At the
edge of every Internet backbone, routers forward these
datagrams to the appropriate next-hop router in adja-
cent networks. Internet routers build next-hop routing
tables based topological information exchanged in con-



trol messages with other routers.
The most common inter-domain (exterior) routing

protocol used between Internet providers is the Border
Gateway Protocol (BGP) [5]. BGP route information
includes a record of the inter-domain path the route
has followed through di�erent providers. We refer to
this path record of as the route's ASPath.

Backbone service providers participating in the In-
ternet core must maintain a complete map, or \default-
free" routing table, of all globally visible network-layer
addresses reachable throughout the Internet. At the
boundary of each Internet Service Provider (ISP) back-
bone, peer border routers exchange reachability infor-
mation to destination IP address blocks, or pre�xes. A
pre�x may represent a single network, or a number of
customer network addresses grouped into one larger,
\supernet" advertisement. Providers commonly aggre-
gate large numbers of customer networks into a single
supernet announcement at their borders.

A number of studies, including [12, 15], have exam-
ined the stability of both Internet end-to-end paths and
end-systems. We approach the analysis from a compli-
mentary direction { by analyzing the internal routing
information that gives rise to all end-to-end paths. Our
study of the \default-free" routing information from
the major Internet provides analysis of a supserset of
all end-to-end Internet paths. For example, a single /8
route described in Section 3 may describe the availabil-
ity of more than 16 million Internet end-systems. Our
measurement infrastructure also allows the observation
of higher frequency failures than described in [12, 15].
Overall, the signi�cant �ndings of our work include:

� The Internet backbone infrastructure exhibit sig-
ni�cantly less availability and a lower mean-time
to failure than the Public Switched Telephone Net-
work (PSTN).

� The majority of Internet backbone paths exhibit a
mean-time to failure of 25 days or less, and a mean-
time to repair of twenty minutes or less. Internet
backbones are rerouted (either due to failure or
policy changes) on the average of once every three
days or less.

� Routing instability inside of an autonomous net-
work does not exhibit the same daily and weekly
cyclic trends as previously reported for routing be-
tween Inter provider backbones, suggesting that
most inter-provider path failures stem from con-
gestion collapse.

� A small fraction of network paths in the Inter-
net contribute disproportionately to the number
of long-term outages and backbone unavailability.

The remainder of this paper is organized as follows:
Section 2 describes the infrastructure used in our char-
acterization of backbone failures and the analysis of
both inter and intra-domain path stability. Section 3
includes our analysis of the rate of failure and repair
for both inter-domain Internet paths and intra-domain
routes from a case study of a regional network. We
also categorize the origins of failures during a one year
study of this regional network. Finally, we compare the
frequency and temporal properties of BGP and intra-
domain routing data.

2. Methodology

Our analysis in this paper focuses on two cate-
gories of Internet failures: faults in the connections
between service provider backbones, and failures oc-
curring within provider backbones. Our data is based
both on experimental measurements of deployed wide-
area networks and data obtained from the operational
records of a large regional Internet service provider.
We use a number of tools developed by the MRT [14]
and IPMA [7] projects for the collection, analysis and
post-processing of our data.

We base our analysis of failures between service
providers on data recorded by a central route collec-
tion probe, named RouteViews, located on the Univer-
sity of Michigan campus. We con�gured RouteViews
to participate in remote BGP peering sessions with a
number of cooperating regional and national backbone
providers. Each of these backbone routers provided
RouteViews with a continuous stream of BGP updates
on the current state of the provider's default-free rout-
ing table between January 1997 and November 1998.

We base our analysis of intra-domain failures on a
case study of a medium size regional network. The
regional backbone interconnects educational and com-
mercial customers in 132 cities via high speed serial
lines and frame-relay links at speeds up to OC3 (155
MB). The network includes 33 backbone routers con-
nected via multiple paths with links to several hundred
customer routers. We use both recorded routing data
and failure logs from this provider to categorize the
type and frequency of di�erent sources of failure.

We use a single provider case study due to the signif-
icant challenges of a more complete survey of internal
failures across multiple providers. Factors limiting a
more complete survey include the scale of the Internet,
di�culties in the correlation of failure data amongst
providers with di�erent backbone infrastructure and
fault monitoring practices, and the highly proprietary
nature with which most provider's regard their failure
data. As Paxson observed in [16], no single backbone,
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or snapshot of the Internet provides a valid represen-
tation of the heterogeneous and rapidly changing In-
ternet. As a result, we do not claim our case study
is representative of all providers. Instead, our focus in
this paper is on comparing a source of intra-domain
failure data with faults observed in the connectivity
between providers.

For our intra-domain analysis, we �rst study the fre-
quency and duration of failures using the operational
monitoring logs from our case study provider. The
monitoring system used by this provider includes a cen-
tralized network management station (CNMS) which
periodically monitors all of router interfaces through-
out the network using SNMP queries and the transmis-
sion/receipt of \ping" packets. We base our analysis on
twelve months of CNMS logs from November 1997 to
November 1998.

Our characterization of network failures used data
culled from the trouble ticket tracking system managed
by our case study provider's Network Operations Cen-
ter (NOC). The NOC sta� uses the trouble ticket in-
formation for tracking, troubleshooting and coordinat-
ing the resolution of detected network failures. During
the course of normal operations, network operations
sta� manually create trouble tickets upon either the
automated detection of a fault by the CNMS, or upon
receipt of customer complaints.

3. Analysis

We divide our analysis in this section into three ar-
eas. We �rst examine the frequency and duration of
failures observed in inter-provider backbone paths. Re-
peating the standard method of analysis used in com-
puter systems, we examine the availability, mean-time
to failure, and mean-time to repair for Internet routes.
In the second subsection of our analysis, we explore the
source, frequency and duration of internal backbone
failures using the failure logs and routing data from
our case-study provider. Finally, we discuss the rela-
tionship between the frequency of intra-domain failures
and the behavior of inter-domain routing changes.

3.1. Analysis of Inter-domain Path Stability

In this section, we �rst turn our attention to failures
observed in the inter-domain routing paths exchanged
between core backbone providers. Speci�cally, we ex-
amine nine months of default-free BGP routing infor-
mation recorded from three remote Internet Service
Provider (ISP) backbone routers (ISP1, ISP2, ISP3).
As noted in Section 2, the three providers represent a

spectrum of di�erent ISP sizes, network architecture
and underlying transmission technology.

Our logs of routings updates from the three ISP
routers provide BGP transition information about both
the provider's own customer and transit routes, as well
as routes received from other ISPs.

In our analysis, we examine the routing activity of
each ISP independently. By this, we mean that if an
ISP lacks a route to a given pre�x destination, we con-
sider that destination unreachable from that ISP even
if other providers maintain a route to that destination.
We de�ne an inter-domain fault as the loss of an ISP's
route to a previously reachable pre�x.

In the taxonomy below, we distinguish between
three classes of BGP routing table events observed from
each provider:

Route Failure: A route is explicitly withdrawn and
no alternative path to the pre�x destination, or to
a less speci�c aggregate network address, is avail-
able.

Route Repair: A previously failed route to a network
pre�x is announced as reachable. This also may
include the addition of new customer routes, or the
announcement of secondary, backup paths due to
policy or network failures.

Route Fail-Over: A route is implicitly withdrawn
and replaced by an alternative route with di�er-
ing next-hop or ASPath attributes to the pre�x
destination. Route Fail-over represents the re-
routing of tra�c to a given pre�x destination after
a network failure. Recall from Section 1 that the
ASPath represents the routing path of the pre�x
through di�erent inter-connected autonomous sys-
tems.

Inter-domain Route Failures generally re
ect faults
in the connectivity between providers, or the internal
loss of a provider's connectivity to multiple customer
routers. Lacking internal knowledge of the policies and
design of provider backbones, we cannot always distin-
guish between \legitimate" network failures, and cer-
tain classes of policy changes, consolidation amongst
provider networks, or the migration of customers be-
tween providers.

We �rst look at the availability of inter-domain
routes. We de�ne the availability of a given default-free
route from a provider as the period of time that a path
to the network destination, or a less speci�c pre�x, was
present in the provider's routing table. We include less
speci�c pre�xes in our de�nition since as described in
Section 1, provider's regularly aggregate multiple more
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Figure 1. Cumulative distribution of the route availability of three service providers.

speci�c network addresses into a single supernet adver-
tisement. We make several modi�cations to our data,
described in [11], to more accurately re
ect outages.

The graphs in Figure 1(a)(b) show the cumulative
percentage of time default-free routes were available
from each provider during our ten month study. The
horizontal axis shows the percent time available; the
vertical shows the cumulative percentage of routes with
such availability. Both graphs in Figure 1(a)(b) repre-
sent the same data, but Figure 1(b) provides an ex-
panded view of route availability above 99.9 percent.

A recent study study [8] found that the PSTN av-
eraged an availability rate better than 99.999 percent
during a one year period. From the graph in Fig-
ure 1(b), we see that the majority of Internet routes
(65 percent) from all three providers exhibited an order
of magnitude less availability. Only between 30 and 35
percent of routes from ISP3 and ISP2, and 25 percent
of routes from ISP1 had availability higher that 99.99
percent of study period. Further, a signi�cant 10 per-
cent of the routes from all three providers exhibited un-
der 95 percent availability. The availability of the three
providers exhibit similar curves for most of Figure 1(a).
The step in the curve for ISP3 at 95 percent availability
represents a multi-hour loss of inter-provider connectiv-
ity due to an outage described in [11]. ISP1 exhibits
signi�cant less availability above 99.9 than ISP2 and
ISP3 as evinced by the higher curve in Figure 1(b).

In addition to availability, we examine the rate of
failure and fail-over in inter-domain paths. We de�ne
an inter-domain route failure as the loss of a previously
available routing table path to a given network, or a
less speci�c, pre�x destination. A fail-over of a route
represents a change in the inter-domain path (ASPath
or NextHop) reachability of that route.

The two graphs in Figure 1 show the cumulative

distribution of the mean number of days between route
failures (c), and route fail-over (d) for routes from ISP1,
ISP2 and ISP3. The horizontal axes represent the mean
number of days between failures/fail-over; the vertical
axes show the cumulative proportion of the ISP's rout-
ing table entries for all such events. Examining the
graph in Figure 1(c), we see that the majority of routes
(greater than 50 percent) from all three providers ex-
hibit a mean-time to failure of �fteen days or more.
By the end of thirty days, the majority (75 percent) of
routes from all three providers had failed at least once.
The distribution graphs for ISP1, ISP2 and ISP2 share
a similar curve, with ISP1 exhibiting a slightly lower
cumulative MTTF curve starting at ten days.

As noted earlier, most Internet providers maintain
multiple, redundant connections to other providers. In
the case of a single link or provider failure, routers will
dynamically reroute around faults. Since not all Inter-
net routes enjoy redundant connectivity, we focus our
analysis on fail-over by modifying the vertical axis in
Figure 1(d) to re
ect a cumulative subset of interdo-
main routes { only those routes that exhibit multiple
paths. Examining this graph, we see that majority of
routes with redundant paths fail-over within two days.
Further, only 20 percent of these routes from ISP1 and
ISP3, and �ve percent from ISP2 do not fail over within
�ve days. Both these mean-time to failure and fail-over
results suggest a slightly higher incidence of failure in
today's Internet than described in Paxson's 1994 study
[15] which found 2/3's of Internet paths persisted for
either days or weeks.

The graph in Figure 2(a) shows the cumulative dis-
tribution of the mean number of minutes between a
route failure and repair. The horizontal axis shows the
average time a route was unavailable; the vertical shows
the cumulative percentage of all routes experiencing
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such an event. Since default-free routes announced by
each ISP include routes transiting other providers, the
mean-time to repair re
ects both the time for fault res-
olution as well as the propagation delay of routing in-
formation through the Internet.

From Figure 2(a), we see that 40 percent of fail-
ures are repaired in under ten minutes. The majority
(60 percent) are resolved within a half hour. After
thirty minutes, the cumulative MTTR curves for all
three providers demonstrates a heavy-tailed distribu-
tion, with slow asymptotic growth towards 100 per-
cent. We can see the relationship between availability,
MTTF and MTTR by examining the data for ISP1.
The MTTF curve for ISP1 rose faster than ISP2 and
ISP3 in Figure 1(c), but at a slower rate in the Fig-
ure 2(a) MTTR graph. The lower average mean-time
to failure, but slower mean-time to repair contributes
to ISP1's overall lower availability in Figure 1(a).

Overall, analysis of our MTTR data agrees with
our qualitative �ndings in Section 3.2 that repairs not
resolved within an hour usually represent more seri-
ous outages requiring signi�cant engineering e�ort for
problem diagnosis, or the replacement of faulty hard-
ware. Our data also corroborates Paxson's �ndings [15]
that most Internet outages are short-lived { lasting on
the order seconds or minutes.

The above mean-time to repair data provides an in-
dication of the average unavailability of a route, but
it does not provide insight into the overall distribution
of outage durations. In Figure 2(b) we show the cu-
mulative distribution of outage durations for all three
providers. The horizontal axis represents the duration
of outages in hours on a logarithmic scale; the vertical
axis represents the cumulative percentage of outages
lasting the given duration or less. During the course of
our study, we observed over six million outages. From
Figure 2(b), we see that only 25 to 35 percent of out-
ages from the three providers are repaired in under an
hour. This data is in marked contrast to Figure 2(a)
where the average repair time for a route failure is un-
der a half hour. Analysis of the relationship between
our failure duration data with the graph Figure 2(a)
indicates that a small number of routes disproportion-
ately contribute to overall unavailability. Or, more
speci�cally, forty percent of routes exhibit multiple fail-
ures lasting between one hour and several days during
our study. This result agrees with our �ndings in [9]
that a small fraction routes are responsible for the ma-
jority of network instability.

3.2. Analysis of Intra-Domain Network Stability

In the last section, we examined the stability of
inter-domain paths. We now focus on intra-domain
failures using a case study of a regional provide de-
scribed in Section 1. Intra-domain routing serves as the
basis for much of the information exchanged in inter-
domain routing and analysis of the faults associated
with an intra-domain network also provides insight into
failures in other areas of the Internet.

The graph in �gure 2(c) shows the cumulative distri-
bution of the mean-time to failure for two categories of
router interfaces: backbone nodes and customer-sites.
The horizontal axis represents the mean-time between
interface failures; the vertical axis shows the cumu-
lative percentage of interface failures at each mean-
time. We de�ne backbone nodes as router interfaces
connected to other backbone routers via multiple phys-
ical paths. Customer connections represent router in-
terfaces attached to the regional backbone via a single
physical connection. As critical elements of the net-
work infrastructure, backbone routers are closely mon-
itored, and housed in telco-grade facilities with redun-
dant power. In contrast, routers at customers nodes
often are maintained under less ideal physical condi-
tions and administration.

From Figure 2(c), we see that 40 percent of all in-
terfaces experienced some failure within an average of
40 days, and �ve percent failed within a mean time
of �ve days. Overall, the majority of interfaces (more
than 50 percent) exhibit a mean-time to failure of forty
days or more. This di�ers from our earlier analysis of
BGP paths, which found the majority of inter-domain
failures occur within 30 days. The curve of the bet-
ter equipped and management backbone interfaces ex-
hibits signi�cantly lower MTTF than customer routers.

The step discontinuities in Figure 2(c) represent
both the relationship between interfaces and an arti-
fact of our data collection architecture. Speci�cally,
interface failures tend to occur in groups due to power,
maintenance and related outages simultaneously a�ect-
ing all interfaces on a router. In addition, rare simulta-
neous failures of multiple redundant paths through the
network may lead to a network partition and a discon-
nect between multiple router interfaces and the central
data collection host.

The graph in Figure 2(d) shows the cumulative
mean-time to repair for the two di�erent categories of
router interfaces described earlier. The horizontal axis
shows the mean number of minutes to repair; the ver-
tical shows the cumulative percentage of all interfaces
averaging such repair duration. From the graph, we
see that 80 percent of all failures are resolved in un-
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Figure 2. Mean time to repair and mean failure duration for inter and intra-domain routes.

der two hours. Further analysis of the data indicates
that outages lasting longer than two hours usually rep-
resent long-term (several hours) outages which require
signi�cant engineering e�ort for problem diagnosis or
the replacement of hardware or circuits.

3.3. Network Failures

In this section, we categorize the origins of the hard-
ware, software and operational faults that gave rise to
the intra and inter-domain failures described in the
previous two subsections. As discussed in Section 2,
we base our characterization of network failures on the
operational trouble logs of a regional ISP.

Figure 3(a) shows a breakdown of all the outages
recorded during our one-year case study (November
1997 to November 1998). As the diagnosis and cat-
egorization of outages remains an inexact science, sev-
eral of the categories overlap and a few include some
degree of ambiguity. The largest category at 16.2
percent, maintenance, refers to either a scheduled, or
unscheduled emergency upgrade of software or hard-
ware, or router con�guration changes. A power outage
(16 percent) includes either loss of power to a router,
or a power failure in a PSTN facility which impacts
one or more ISP circuits. Fiber or carrier failures
(15.3 percent) usually result from a severed �ber op-
tics link or a PSTN facility problem. Unreachable in-
cludes intermittent failures which mysteriously resolve
themselves before an engineer investigates the outages.
These unreachable outages usually result from PSTN
maintenance or failures. A hardware problem (9 per-
cent) includes a router, switch or power supply fail-
ure. Congestion refers to sluggishness, or poor connec-
tivity between sites and usually represents link/router
congestion on links, or router software con�guration

errors. A routing problem designation re
ects errors
with the con�guration or interaction of routing proto-
cols (OSPF, BGP, RIP). Most routing problems stem
from human error and miscon�guration of equipment.
Finally, the software problem category includes router
software bugs.

From Figure 3, we see that majority of outages stem
from maintenance, power outages and PSTN failures.
Speci�cally, over 15 percent of all outages were due
to sources outside of the provider's immediate control,
including carrier and frame-relay failures. These per-
centages reiterate the observation in Section 1 that the
reliability of IP backbones shares a signi�cant depen-
dence with the reliability of the underlying PSTN in-
frastructure. Approximately 16 percent of the outages
were due to power outages. Power failures generally af-
fect only customer routers which lack the same redun-
dant power supplies as housed in backbone router facil-
ities. Another 16 percent of the outages were planned
maintenance outages. Overall, we note that most of
these observed outages were not speci�cally related to
regional IP backbone infrastructure (e.g. routers and
software).

Further analysis of the data represented in Fig-
ure 3(a) shows the majority of outages were associated
with individual customer sites rather than backbone
nodes. This result is somewhat intuitive as backbone
nodes tend to have backup power (UPS), more expe-
rienced engineers and controlled maintenance and up-
grades.

Figure 3(b) shows number of interfaces, minutes
down, and average number of interface failures for
each backbone router monitored during our case study.
From the table, we see that the overall uptime for all
backbone routers averaged above 99.0 percent for the
year. Further analysis of the raw data shows that these
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(a) Failure Categories (b) Node Failures

Figure 3. Source and frequency of regional backbone failures.

averages are biased towards less availability by individ-
ual interfaces which exhibit a disproportionate number
of failures. Speci�cally, the failure logs reveal a number
of persistent circuit or hardware faults which repeat-
edly disrupt service on a given interface.

Since the trouble ticket system used in our study
does not maintain outage duration statistics, we could
not relate the duration of outages in Figure 3(b) with
the source of outages in Figure 3(a). However, discus-
sions with operations sta� and empirical observations
indicate that the duration of the most backbone out-
ages tends be small { on the order of several minutes.
Customer outages generally persist a bit longer { on
the order of several hours. Speci�cally, most power
outages and hardware failures tend to be resolved in
four hours or less, and faults stemming from routing
problems usually last under two hours. Carrier prob-
lems tend to be harder to estimate as the length of time
down is independent of the regional provider.

3.4. Frequency

In this section, we examine frequency components
of intra and inter-domain routing data. For this anal-
ysis, we de�ne a routing update's frequency as the in-
verse of the inter-arrival time between routing updates;
a high frequency corresponds to a short inter-arrival
time. Other work has been able to capture the lower
frequencies through both routing table snapshots [4]
and end-to-end techniques [15]. Our measurement ap-
paratus allowed a unique opportunity to examine the
high frequency components of network failures.

Normally one would expect an exponential distri-
bution for the inter-arrival time of routing updates, as

they might re
ect exogenous events, such as power out-
ages, �ber cuts and other natural and human events.
In our earlier analysis [9], we found a strong correla-
tion between North American network usage and the
level of inter-domain routing information at the ma-
jor IXPs. Speci�cally, the graph of inter-domain route
failures exhibited the same bell curve centered on 1pm
EST as shown on most graphs of network tra�c volume
[11].

In this section, we repeat the analysis in [9] to iden-
tify frequency components in the inter-arrival inter-
nal routing updates exchanged within the backbone
of our case study provider. We generated a correlo-
gram, shown in [11], of both datasets generated by a
traditional fast Fourier transform (FFT) of the auto-
correlation function of the data. The graph of BGP
data exhibits signi�cant frequencies at seven days, and
24 hours. In marked contrast, the correlogram of intra-
domain routing information does not exhibit any sig-
ni�cant frequency components. The absence of intra-
domain frequency components suggests much of BGP
instability stems from a di�erent class of failures than
the hardware and software faults we described in the
previous section. In particular, the lack frequency com-
ponents supports the supposition in [9, 13] that signif-
icant levels BGP instability stem from congestion col-
lapse.

As a mechanism for the detection of link-level or host
failures, BGP uses the periodic TCP exchange of in-
cremental routing updates and KeepAlives to test and
maintain the peering session. If KeepAlives or routing
updates are not received within a bounded time pe-
riod (the router's Hold Timer), the peering session is
severed, causing the withdrawal of all the peer's routes
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{ making them unreachable through the autonomous
system and its downstream networks.

Because TCP end-stations adapt to network con-
gestion by reducing the amount of available band-
width, KeepAlive packets may be delayed during pe-
riods of peak network usage. Under these conditions, a
KeepAlive may not be received before the remote BGP
hold timer expires. This would cause peering sessions
to fail at precisely those times when network load was
greatest. The e�ect is most pronounced in internal
BGP communication.

4. Conclusion

Our analysis con�rms the widely held belief that the
Internet exhibits signi�cantly less availability and re-
liability than the telephony network. The detection
of Internet failures is often far less problematic than
identi�cation of the failures' origins. Our characteriza-
tion and analysis of backbone faults was hampered by
the lack of standard fault reporting and measurement
mechanisms across providers. A number of Internet en-
gineering associations have called for the development
of a uniform trouble ticket system schema and mech-
anisms for inter-provider sharing of the trouble ticket
data. Based on our limited case-study of a regional
provider, we found that most faults stemmed hard-
ware and software not unique to the Internet's routing
infrastructure.

In contrast to our analysis of the routing between
providers, we did not �nd daily or weekly frequency
components in our case-study of the internal routing
of a regional provider. This absence supports our ear-
lier �ndings [13] that Internet failures may stem from
congestion collapse. Validation of this theory and cor-
relation of faults amongst multiple providers remains
an area for future research.
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