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The Reproducing Kernel Hilbert Space (RKHS), denoted by Hk, is the space of functions that can
be written as

∑
i αik(xi, x). For RKHS, linearity holds, that is, if f ∈ Hk and g ∈ Hk, αf+βg ∈ Hk.

The inner product of f, g ∈ Hk is defined as

〈f, g〉 4=
∑

i

∑
j

αiβjk(xi, xj) = α>Kβ

where f(.) =
∑

i αik(xi, .), g(.) =
∑

j βjk(xj , .), α and β are vectors comprising, respectively, αi

and βi components, and K is a matrix comprising k(xi, xj) components. Further, ||f ||2 4
= 〈f, f〉 =

α>Kα. Note that K must satisfy the positive definite (hence, norm is positive) and symmetric
(i.e., k(xi, xj) = k(xj , xi)) conditions.

For example, if f(.) = k(xi, .) and g(.) = k(xj , .), 〈f, g〉 = k(xi, xj). Assuming that the kernels
are Gaussian, if they are far apart, the inner product tends to 0. If they are very close, the inner
product tends to k(xi, xi) (often assumed to be 1); the inner product becomes −1 if g(.) = −k(xj , .).

The loss functional L[f ] is defined as

L[f ]
4
=

∑
i

(f(xi)− yi)2 +
λ

2
||f ||2k .

If the update rule is of the form f ← f − α∇L, we need to find the expression for ∇L.

A functional F : f → R accepts a function f as input and returns a real number as output. Using
local linearization, we have

F [f + εg] = F [f ] + ε〈∇F, g〉+O(ε2) .

For example, if F [f ] = ||f ||2, ∇F = 2f .

Proof.
F [f + εg] = 〈f + εg, f + εg〉

= 〈f, f〉+ 2〈f, εg〉+ ε2〈g, g〉
= ||f ||2 + ε〈2f, g〉+ ε2||g||2 2

Supposing L[f ] = ||f ||2 (i.e., ∇L = 2f), the update rule becomes

f ← f − 2αf = (1− 2α)f ,

which shrinks the function f .

The reproducing property of RKHS can be observed from

Fxi [f ]
4
= f(xi)
=

∑
j αjk(xj , xi)

= 〈f, k(xi, .)〉 .
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