Statistical Techniques in Robotics (16-831, F09) Lecture #18 (Thursday October 22)

Gauss Markov Filter
Lecturer: Drew Bagnell Scribe: Siddharth Mehrotra

Gauss Markov Filter

Consider X1, Xo,....X¢, X¢41 to be the state variables and Y7, Ys,...Y:, Y1 be the sequence of
corresponding observations. As in Hidden Markov models, conditional independencies (see Figure
1) dictate that past and future states are decorrelated given the current state, X; at time t. For
example, if we know what X5 is, then no information about X; can possibly help us to reason
about what X3 should be.

Figure 1: The Independence Diagram of a Gauss-Markov model

The update for state variable X,y is given by:

Xt+1 = AXt +€

where,
e~ N(0,Q)

= Xi1| Xy ~ N(AX, Q)

The corresponding observation Y;41 is given by equation:

Yijq1 =CX4qp1 46

where,
0~ N(0,R)

= Yo ~ N(po, €0)



Lazy Gauss Markov Filter

Motion Model:

Before the observation is taken:
X1~ pypq = Ape

Proof:

E[Xy41] = E[AX, + €]
= E[Xp41] = E[AX)] + E¢]

since variance of € is 0,
= E[Xt_f_ﬂ = AE[Xt] = Aut

Variance,
S = B[Xi1 * X"

=%, = Bl(AX; + €)(AX; + )]
= B[(AX;)(AX))"] + El€terms]
= AE[(X:)(X)"]AT + Eleterms)
= Y = AS AT + Elererms)

E[€terms) 1s equal to the variance of e which is Q.
Therefore Motion Update becomes:

Hipq = A
S = ANAT +Q

Observation Model:

For the observation model Natural parameterization is more suitable as it involves multiplication
of terms. When, Y is the corresponding observation for state variable X, the model equation in
terms of Natural Parameters J and P is given by,

6(J—TX%XTPX) % ef%(YfCX)TR—l(YfCX)

N 6—%[—2YTR—1CX+XTCTR—1C’X+YTR—1Y]

The last term is a constant with respect to X, so it goes into the marginalization term.
— o 3[-2YTRTICX+XTCTRTICX]

Therefore the Observation Update is:



Jt=J +Y"RO)"

pt=pP +C'R7'C
This form is useful when there are large number of motion and observation updates.
Lazy Gauss Markov can be expressed in two forms:

e When expressed in terms of moment parameters p and ¥ acts as Kalman Filter.

e When expressed in terms of natural parameters J and P acts as Information Filter.

Observation Update in terms of moment parameters ;. and X:

}/}/ My, by XY Ey Y
Observation Update:

pxyy = pix + Sxy Sy (Y — py) + (1)
Sxiy = Sxx — ExySyy Syvx ¢ (2)
(Y — py) is called the Innovation Term.

We know,
py = Cux

Yyvy =R+ CEX)(CT

Therefore, we have to find out X xy to calculate the remaining terms in equation 1 and 2.
By definition,
Sxy = B[(X — px)(Y — py)"]

= E[(X —px)(Y - CMX)T]
However, Y = CX + § with § having 0 mean and independent of all other observations.
Sxy = B[(X — px)(X — px)"]CT
= Xxy = EX)(CT
Putting, these values in equations 1 and 2,

HX|y = Bx + YxxCT(R+ CYxxCT)™ Y — Cux)

2x|y =Xxx — EXXCT(R+ szxCT)flc'EXX



KF to BLR transformation:

The corresponding parameters for converting the above KF form to BLR is given by:

O=X
0c2=R
0=0Q

BLR T4 KF
Y=Y
X =0C



