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Abstract—This paper introduces a DRAM cache architecture
that provides near-ideal access time and non-blocking miss
handling. Previous DRAM cache (DC) designs are classified into
two categories, HW-based and OS-managed schemes. Hardware-
based designs implement non-blocking caches that can handle
multiple DC misses using MSHRs, but they have drawbacks in
metadata management since storing tags in on-package DRAM
significantly increases the effective cycle time of DC accesses. In
contrast, OS-managed schemes utilize PTEs for storing tags and
caching them in TLBs, which can achieve ideal DC access time.
However, they implement blocking caches that stall application
threads on misses until cache fills are completed. To overcome
the limitations of both HW-based and OS-managed schemes,
this paper introduces a DRAM cache architecture named Non-
blocking OS-managed DRAM cache (NOMAD). Unlike conven-
tional caches that guarantee the presence of data on tag hits,
NOMAD decouples tag and data management to enable non-
blocking miss handling in an OS-managed DRAM cache. The
front-end OS routines of NOMAD manage DC tags using PTEs
and TLBs, and its back-end hardware handles data management
in the DRAM cache. On a DC miss, the OS updates a tag,
offloads a cache-fill command to the back-end, and immediately
resumes an application thread without waiting for the cache fill
to complete. Instead, the back-end hardware handles the cache
fill without blocking the application thread. By decoupling tag
and data management in NOMAD, a tag hit does not necessarily
guarantee the presence of data in the DRAM cache. The back-
end traces which DC lines are still in transfers and checks if the
demanded part of a cache line has been transferred yet for every
DC access. Notably, this back-end procedure does not require an
OS intervention, thereby implementing a non-blocking DRAM
cache. Experiment results show that NOMAD reduces application
stall cycles by 76.1% and improves IPC by 16.7% over a state-
of-the-art OS-managed scheme.

I. INTRODUCTION

As emerging applications demand increasingly larger mem-
ory bandwidth and capacity, heterogeneous memory systems
pairing up high-bandwidth on-package DRAM with large-
capacity off-package memory [5], [8], [9], [14], [42], [46]
have been developed as promising solutions to overcome mem-
ory wall problems. To effectively utilize the heterogeneous
memory systems, previous studies proposed to architect on-
package DRAM as a cache [18], [24]–[26], [31], [39], [49],
[50]. The prior DRAM cache (DC) designs are classified into
two categories, HW-based and OS-managed schemes.

Hardware-based DRAM caches are implemented based on
the design principle of traditional data caches [13], [28]. They
operate as non-blocking caches that can handle multiple out-
standing misses using miss status/information holding registers

(MSHRs), which enable the caches to service subsequent
memory requests while the miss handling operations are
in progress. However, HW-based designs have fundamental
drawbacks in managing metadata (e.g., tags). Since the gross
size of DC metadata is too large to be stored in an SRAM
array, tags are stored in on-package DRAM for a scalable
implementation [24], [31], [39]. Such a design causes a DC
controller to spend a significant portion of memory bandwidth
on transferring the metadata to read tags, update control bits,
etc. The extra bandwidth consumption of on-package DRAM
increases the effective cycle time of DC accesses and thus
adversely affects the performance [10], [18], [19].

OS-managed DRAM caches [22], [29], [37] were proposed
to overcome the limitations of HW-based designs in the meta-
data management. OS-managed schemes expose on-package
DRAM to operating systems and store data at the page gran-
ularity via changes to address translation mechanisms. They
utilize a page table entry (PTE) to store a DC tag and retrieve
the information from a translation lookaside buffer (TLB)
to eliminate the overhead of metadata transfers from/to the
on-package DRAM, thereby providing ideal DC access time.
However, prior OS-managed designs have a critical limitation
in that they implement blocking caches, where application
threads are stalled while OS routines are handling DC misses.
On a DC miss, a miss handler allocates a cache frame and
also controls loading page data to the on-package DRAM.
During the miss handling procedure, an application thread is
suspended for thousands of cycles. As a result, OS-managed
DRAM caches suffer from severe miss penalties.

To resolve the problems of previous DRAM cache designs,
this paper proposes Non-blocking, OS-managed DRAM cache
(NOMAD). NOMAD as an OS-managed DRAM cache pro-
vides near-ideal DC access time by storing DC tags in PTEs
in a similar way as prior OS-managed schemes [22], [29]. But,
it allows non-blocking miss handling via a hardware support,
which can handle cache-fill operations without suspending
application threads. The primary limitation of prior DC designs
lies in that they have coupled tag and data management such
that a tag hit must guarantee the presence of data in the cache,
referred to as a data hit. In such a tag/data-coupled environ-
ment, an OS-managed scheme is bound to be a blocking cache
because a DC handler cannot resume an application thread
until a cache fill is completed to ensure a data hit on a tag
hit. In contrast, NOMAD effectively decouples tag and data
management by leveraging both OS and hardware features.
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Fig. 1: (a) A HW-based scheme supports non-blocking miss handling using MSHRs. However, it stores DC tags in on-package
DRAM, which consumes memory bandwidth for reading and updating metadata. (b) An OS-managed scheme utilizes PTEs to
store DC tags, which can provide ideal DC access time. However, it suffers from a significant miss penalty since an application
thread is stalled while the OS handles the DC miss.

The proposed NOMAD scheme is comprised of two parts,
front-end OS routines and back-end hardware. On a DC miss,
the front-end only updates a PTE and TLB without waiting for
the cache fill to complete, and it resumes an application thread
immediately. Instead, a cache-fill command is offloaded to the
back-end hardware, where the outstanding miss is traced by
a page copy status/information holding register (PCSHR). By
allowing a swift restart on a DC miss and tracing multiple
misses using PCSHRs, the DRAM cache can service subse-
quent memory requests in a non-blocking manner. The back-
end concurrently executes cache-fill commands in PCSHRs
similar to MSHRs in traditional hardware caches. Since the
NOMAD front-end updates only a PTE and TLB, a TLB hit
does not guarantee the presence of page data in the DRAM
cache. To confirm the validity of page data, it requires looking
up PCSHRs on a DC access to check if the demanded page is
still in a transfer. No matched tags in the PCSHRs indicate that
the whole page data have been already fetched, or otherwise it
waits for the data block to arrive. Importantly, this procedure
does not involve an OS intervention. Referencing PCSHRs
adds a delay to the critical path of DC access time, but the
overhead is substantially smaller than consuming on-package
DRAM bandwidth to read and update the metadata of cached
pages in HW-based schemes. Also, NOMAD has an advan-
tage of minimizing miss handling latency via the back-end
hardware support by rapidly restarting thread executions and
tracing multiple outstanding misses in a non-blocking fashion.
Experiment results show that NOMAD reduces application
stall cycles by 76.1% and improves IPC by 16.7% on average
over a state-of-the-art OS-managed DRAM cache.

II. BACKGROUND AND MOTIVATION

To overcome the bandwidth and capacity challenges of
memory systems, heterogeneous memory systems utilizing
high-bandwidth on-package DRAM and large-capacity off-
package memory have been widely explored. To effectively
utilize the heterogeneous memory systems, prior studies pro-
posed to architect on-package DRAM as a cache [18], [22],
[24]–[26], [29], [31], [37], [39], [49], [50]. The previous
DRAM cache designs are classified into two categories, HW-
based and OS-managed schemes.

A. Hardware-based DRAM Caches

The key advantage of HW-based schemes is that they im-
plement non-blocking DRAM caches. As depicted in Fig. 1a,
a HW-based scheme employs several MSHRs to handle mul-
tiple misses at a time without impeding subsequent memory
requests. The non-blocking miss handling capability affects
several aspects of the DRAM cache performance. In particular,
it enables the DRAM cache to exploit memory-level paral-
lelism by concurrently tracing multiple outstanding misses.
By offloading miss handling to MSHRs, the DRAM cache
can proceed to service subsequent memory requests without
needing to wait for the preceding misses to complete before-
hand. Also, the HW-based scheme minimizes the effective
miss latency since a DC controller can send a response to
a last-level cache (LLC) as soon as a demanded data block
arrives from the off-package memory instead of waiting for
the entire cache line.

However, HW-based schemes have fundamental drawbacks
in managing metadata (e.g., tags, valid and dirty bits). Since
these bits are stored in on-package DRAM for scalable im-
plementations [24], [31], [39], accessing the metadata incurs
extra bandwidth consumption of the on-package DRAM as
illustrated in Fig. 1a with dashed lines. For every DC access,
a DC controller should retrieve a tag from the on-package
DRAM to determine whether the access is hit or miss. In
addition, all metadata updates (e.g., dirty, LRU bits) also
require the use of memory bandwidth [10]. Although the tag
serialization latency can be hidden by transferring a pair of
tag and data in a single burst [24], [39], the extra bandwidth
expenses increase the effective cycle time of DC accesses and
thus result in performance degradation.

B. OS-managed DRAM Caches

OS-managed DRAM caches [22], [29], [37] were proposed
to overcome the limitations of HW-based designs. An OS-
managed scheme exposes on-package DRAM to an operating
system and stores data at the page granularity as shown in
Fig. 1b. The caching mechanism of the OS-managed scheme
is enabled without modifications to a memory controller by
storing a DC tag (i.e., cache frame number) in a PTE and
retrieving it from TLBs. Since the OS-managed scheme can
directly obtain a cache address (CA) on a TLB hit, the memory
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TABLE I: Workload Characteristics

Class Abbr. Workloads RMHB
(GB/s)

LLC
MPMS

Memory
footprint (GB)

Excess
cact cactusADM [3] 43.8 486.6 11.9
sssp sssp [3] 38.8 511.1 2.3
bwav bwaves [16] 31.7 588.1 4.5

Tight

les leslie3d [16] 26.5 532.8 7.5
libq libquantum [16] 25.1 210.6 4.0

gems gemsFDTD [16] 24.8 269.2 6.3
bfs bfs [3] 23.1 298.5 2.4

Loose

cc cc [3] 13.5 183.1 2.3
lbm lbm [16] 12.4 270.5 3.2
mcf mcf [16] 12.2 472.0 2.8
bc bc [3] 10.8 533.7 1.3

Few

ast astar [16] 6.9 72.1 1.0
pr pr [3] 3.4 691.9 4.8

sop soplex [16] 1.7 310.2 1.2
tc tc [3] 1.66 226.3 2.3
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Fig. 2: IPC of OS-managed DRAM cache [29] relative to that
of the HW-based design [24] for benchmarks exhibiting high
LLC MPMS in different workload classes.

bandwidth of on-package DRAM is not wasted on transferring
metadata, thereby providing ideal DC access time.

However, the OS-managed scheme implements a blocking
cache in that an application thread is stalled while the OS
handles a DC miss. On a DC miss, a miss handler allocates
a new cache frame and performs two tasks, tag and data
management. For the tag management, it records the mapping
information between a pair of physical and cache frames in
a kernel data structure, and a page frame number in the PTE
that was previously a physical frame number (PFN) is replaced
with a cache frame number (CFN), which serves as the tag
of the new cache frame. For the data management, the miss
handler executes a cache fill by copying page data from the
off-package memory to the DRAM cache. Since these two
tasks are processed while the application thread is suspended,
the DC miss is penalized by thousands of cycles mainly due
to the cache-fill execution.

C. Motivation

To demonstrate the effect of miss handling mechanisms
in different DRAM cache schemes, we chose tagless DRAM
cache (TDC) and the tag management mechanism of Unison
cache [24], which we call tags-in-DRAM (TiD), as represen-
tative OS-managed and HW-based designs, respectively. The
miss handling mechanisms of these schemes were modeled
using a cycle-level simulator [4], [30], [32] and tested with
various workloads from SPEC2006 [16] and GAP Benchmark
Suite (GAPBS) [3]. To evaluate inherent workload charac-
teristics, we measured the required miss handling bandwidth

(RMHB) of the off-package memory and last-level cache
misses per microsecond (LLC MPMS) for each workload
under an ideal OS-managed configuration. The stall time of the
blocking OS-managed scheme (i.e., TDC) should be propor-
tional to the RMHB metric, and the LLC MPMS manifests the
bandwidth consumption of on-package DRAM for metadata
accesses in the HW-based scheme (i.e., TiD). The benchmarks
are categorized based on their RMHB results into four classes
as shown in Table I. The Excess-class workloads have greater
RMHB than the available bandwidth, and thus they put strong
pressure on the off-package memory. Benchmarks of the Tight
class consume nearly all of the off-package memory bandwidth
for miss handling, and those of the Loose class need about a
half of the memory bandwidth. Lastly, Few-class benchmarks
use a negligible portion of the bandwidth for miss handling.

Fig. 2 plots the instructions per cycle (IPC) of TDC relative
to that of TiD for six benchmarks exhibiting high LLC MPMS
in Table I except for the les benchmark whose anomaly be-
havior is described in Section IV-B. The graph shows that the
OS-managed scheme (i.e., TDC) outperforms the HW-based
scheme (i.e., TiD) for workloads with low RMHB (i.e., pr, bc,
mcf). The HW-based design suffers from extended DC access
time due to substantial on-package DRAM bandwidth usage,
whereas the OS-managed scheme provides the benchmarks in
Few and Loose classes with the ideal DC access time. On
the contrary, the OS-managed scheme becomes inferior to the
HW-based design when it comes to high-RMHB benchmarks
in the Excess class since the severe miss handling latency of
the OS-managed scheme leads to performance degradation,
while the HW-based scheme with non-blocking miss handling
effectively tolerates a large number of DC misses.

III. NOMAD CACHE DESIGN

A. Decoupled Tag-Data Management Scheme

The primary limitation of prior OS-managed DRAM caches
is that application stalls are inevitable since the OS performs
cache fills on DC misses to ensure data hits on tag hits. We
refer to such a method as coupled tag-data management. To
enable a non-blocking OS-managed DRAM cache, this paper
proposes a decoupled tag-data management scheme. In the
decoupled scheme, tags and data are controlled in different
procedures, which implies that a tag hit does not necessarily
guarantee a data hit in the DRAM cache. On a DC miss,
the front-end OS routines of NOMAD update only a tag and
immediately resume a stalled application thread. Instead, a
cache-fill command is offloaded to the back-end hardware.
Although this requires verifying the presence of data on all
DC accesses through the back-end hardware, the decoupled
tag-data management allows non-blocking miss handling and
substantially reduces the miss handling latency.

B. Overall Structure

The proposed NOMAD scheme consists of two parts, front-
end OS routines and back-end hardware. The front-end man-
ages DC tags using PTEs and TLBs, which is implemented
in a similar way as previous OS-manged schemes [22], [29],
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[37]. The back-end governs data management (i.e., cache
fills, writebacks, verifying data hits), and its miss handling
architecture is implemented based on the design principle of
traditional non-blocking hardware caches [13], [28].

Fig. 3 illustrates the overall structure and memory access
path of NOMAD. As an OS-managed DC scheme, NOMAD
exposes the address space of on-package DRAM to the OS
and stores data at the page granularity. On a TLB miss, the
front-end examines a PTE to find if the page is cached. If
not, a new cache frame is allocated, and its cache-fill task is
offloaded to the back-end hardware. A DC tag miss handler
replaces a PFN in the PTE with a CFN, which serves as
the tag of the new cache frame. The mapping information
between the PFN and CFN is stored in a kernel data structure
called page descriptor. Then, the execution of an application
thread is immediately resumed. The front-end also includes a
background eviction daemon, which proactively evicts cache
frames from the DRAM cache. When a cache frame is evicted,
its PTE is restored with the original PFN from the page
descriptor. If the evicted page is dirty, the eviction daemon
offloads a writeback command to the back-end hardware.
More details of the cache frame management are presented
in Section III-C.

The NOMAD back-end allocates a PCSHR on receiving
a command from the front-end. The back-end concurrently
executes the cache-fill and writeback commands of PCSHRs,
and their page copy states are progressively updated. A DC
controller does not need to perform extra tasks to obtain a
cache address (CA) because a memory request is initiated with
a valid CA by referencing a TLB. However, a TLB hit does not
guarantee the presence of page data on a DC access because of
the decoupled tag-data management. Therefore, the back-end
looks up PCSHRs to check if a target data block is available. If

the DC access has no matched tags in any PCSHRs, it implies
that the whole page data have been already fetched to the on-
package DRAM, which is referred to as a data hit. Then, the
access can safely proceed to retrieve the data block from the
DRAM cache. If a PCSHR has a matched tag, the access is
regarded as a data miss, and handling this access depends on
the page copy status recorded in the PCSHR. If the demanded
part of the page has been fetched at least, the PCSHR can
service the request. Otherwise, it has to wait for the data to
arrive from the off-package memory.

C. Front-end OS Routines

Conventional operating systems manage page frames mainly
using two data structures, page tables and page descriptors
(a.k.a. PFN database in Windows [47]). Page tables are used
for virtual-to-physical address translations, and page descrip-
tors contain page frame information such as recently accessed,
shared states, etc. A part of the page frame information (e.g.,
present, permission) is also needed for address translations,
so a few of those bits are included in PTEs. Page descriptors
are used for memory management tasks in the OS (e.g.,
allocation, reclamation). The descriptors are organized as an
array and indexed by page frame numbers in that the array
is virtually and physically contiguous [7]. A heterogeneous
memory system such as NOMAD has to maintain two kinds
of page frames, physical and cache frames [29]. Similar to
traditional page frame management methods, the NOMAD
front-end manages page frames using page tables, physical
page descriptors (PPDs), and cache page descriptors (CPDs).

1) Page Descriptor and PTE Extension: Fig. 4 shows ker-
nel data structures for managing page frames. A PPD is
extended to append two additional bits, cached (C) and non-
cacheable (NC). The C bit indicates whether the page is cached
in the DRAM cache, and NC tells if the page is cacheable or
not. These two bits are also added to the unused field of a
PTE [1] since they are used for determining a DC tag miss
(i.e., cacheable but not cached) during an address translation.

A CPD contains the information for handling a cache frame
as shown in Fig. 4. A valid bit (V) indicates the validity of a
cache frame mapping, and a dirty-in-cache (DC) bit tells if a
writeback to the off-package memory is required for the cache
frame on eviction. Similar to dirty bits in conventional PPDs
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Algorithm 1. DRAM Cache Tag Miss Handling Routine
Input: pte (page table entry), va (virtual address)
1: mutex_lock(&cache_frame_management_mutex)

/* Find free cache frame */
2: cpd = cache_page_descriptors[head]
3: while unlikely cpd.valid do
4: cpd = cache_page_descriptors[++head]
5: end while

/* Offload data management task to back-end */
6: send_cachefill(head, pte.page_frame_num, offset(va))

/* Tag management */
7: cpd.valid = true
8: cpd.pfn = pte.page_frame_num
9: pte.cached = true
10: pte.page_frame_num = head

/* Set eviction flag */
11: num_free_cache_frames--
12: if num_free_cache_frame < eviction_threshold then
13: eviction_flag = true
14: end if
15: mutex_unlock(&cache_frame_management_mutex)

and PTEs, the DC bit is also stored in a CPD and PTE. The
DC bit can be set on write accesses without extra overhead,
as conventional systems already do so for the dirty bits of
PPDs and PTEs [7]. The CPD also includes the PFN of a
physical frame mapped to the cache frame for reclamation.
Lastly, a TLB directory is used for TLB shootdown avoidance
[29], which traces whether the cache frame information resides
in TLBs. When the PTE of a cache frame is allocated to or
evicted from TLBs, corresponding bits in the TLB directory
are set or cleared, respectively. The OS utilizes the TLB
directory of CPDs when it searches for cache frames to evict
such that page frames whose address translation information
remains in TLBs are skipped to avoid the invocation of a TLB
shootdown protocol [6], [37].

2) Cache Frame Management: NOMAD employs a simple
first-in, first-out (FIFO) policy for replacing cache frames in
the OS-managed DRAM cache similar to TDC [29] because
other replacement policies such as least recently used (LRU)
require frequent access profiling, which incurs performance
degradation [7]. Despite the simplicity, the fully-associative
nature of the OS-managed design combined with the FIFO
replacement policy exhibits about 23% less DC misses on
average than a 16-way set-associative HW-based DRAM
cache using an LRU policy. Since HW-based designs in the
prior work [24], [49] could have only 4-way set-associative
structures because of scalability issues, engaging a FIFO
replacement policy in a fully-associated OS-managed DRAM

Algorithm 2. Background Eviction Routine
1: mutex_lock(&cache_frame_management_mutex)

/* Reset flag */
2: eviction_flag = false

/* Flush cache for data consistency */
3: flush_cache_range(tail,n) /* (start,victims) */

/* Evict pages */
4: for i = 0 to n − 1 do
5: cpd = cache_page_descriptors[tail]

/* Skip this page if it is in any of TLB. */
6: if unlikely cpd.tlb_directory != 0 then
7: tail++; continue
8: end if

/* Perform writeback for dirty victims */
9: if cpd.dirty-in-cache then
10: send_writeback(tail, cpd.pfn)
11: end if

/* Recover PTEs */
12: rmap = get_reverse_mapping(cpd.pfn)
13: for all pte in rmap do
14: pte.page_frame_num = cpd.pfn
15: end for
16: cpd.valid = false
17: num_free_cache_frames++
18: end for
19: mutex_unlock(&cache_frame_management_mutex)

cache is not necessarily a compromise. Thus, NOMAD utilizes
a FIFO policy and manages cache frames using a circular free
queue, which can be implemented as Fig. 5 with head and
tail pointers. In particular, cache frames are allocated from
the head on demand by a DRAM cache tag miss handler
and evicted from the tail proactively by a background eviction
daemon, which takes the eviction overhead out of the critical
path of the miss handler in a similar way as what conventional
operating systems do for managing physical frames [7].

3) DRAM Cache Tag Miss Handler: A DC tag miss is
detected during a page table walk if a page is cacheable but not
present in the DRAM cache. It invokes a DC tag miss handler
whose procedure is outlined in Algorithm 1. The miss handler
first examines the CPD of a cache frame pointed by the head
of the free queue to check its validity (line 2). The cache
frame can possibly be unfree because of past TLB shootdown
avoidance [29] as shown in Fig. 5, although it is very unlikely
to happen since the TLB coverage is much smaller than the
DRAM cache capacity. The head advances until a free cache
frame is found (lines 3-5). Once a free frame is found, a cache-
fill command is sent to the back-end hardware (line 6). The
original PFN is saved in the CPD, and the PTE is updated
with the new CFN and cached (C) bit set (lines 7-10). The
miss handler also tracks the number of free cache frames to
set an eviction flag, which will be handled by the background
eviction daemon (lines 11-14). Lastly, the NOMAD front-end
resolves the tag miss and resumes an application, even though
the data of the new cache frame may still be unavailable.

4) Background Eviction Daemon: The background eviction
daemon of NOMAD performs cache frame reclamation in a
FIFO manner as shown in Algorithm 2. The eviction proce-
dure is invoked when the DC tag miss handler sets the eviction
flag. To avoid frequent invocation of the background daemon,
it proactively evicts a series of cache frames at once; n in line 3
is a power of two for alignment. To evict cache frames, SRAM
cache lines containing the data of victim frames are invalidated
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entries are used for tracing the status of sub-blocks in a page.

for data consistency, and this can be done in one shot because
aligned cache frames share the same CFN prefix (line 3).
Then, the frames are evicted in a loop (lines 4-18). The
eviction daemon skips cache frames whose address translation
information remains in TLBs by referencing the TLB directory
field of CPDs to avoid a TLB shootdown (lines 6-8). It also
checks the dirty-in-cache (DC) bit of CPDs and sends write-
back commands to the back-end hardware if necessary (lines
9-11). To replace CFNs stored in PTEs with original PFNs,
the daemon accesses PTEs via existing reverse mappings that
are indexed by PFNs [7], [33], [47] (lines 12-15). Lastly, the
victim cache frames are invalidated (line 16).

D. Back-end Hardware

The back-end hardware of NOMAD is devised based on the
design principle of traditional non-blocking hardware caches
[13], [28]. However, it differs in that the back-end is controlled
by software via an interface and performs cache fills and
writebacks using PCSHRs and page copy buffers.

1) Interface: The back-end interface is a memory-mapped
device register, which can be accessed by the OS and is
comprised of the following fields as shown in Fig. 6. A state
(S) bit indicates whether the interface is busy or idle, and the
front-end can send a command only if the interface is in an idle
state. A type (T) bit specifies a command type, which is either
a cache-fill or writeback execution. The register also contains
address information including a PFN, CFN, and offset (i.e.,
76 bits total). On receiving a command from the front-end,
the back-end allocates a PCSHR, and then the interface turns
into an idle state. If there are no free PCSHRs remaining, the
interface continues to stay in the busy mode.

2) PCSHRs and Page Copy Buffers: The back-end hard-
ware employs several PCSHRs to concurrently handle multiple
page copy commands as depicted in Fig. 6. Since a DRAM
channel has a limited burst size [21], a back-end memory
controller has to issue many DRAM read and write accesses
to copy a page (e.g., 64 accesses for the burst size of 64
bytes). We refer to a data block retrieved from a single burst
as a sub-block, and a PCSHR traces page copy status at the
sub-block granularity. A valid (V) bit in the PCSHR indicates
if it has an active command. Command type (T), PFN, and

CFN (65 bits in total) are the command information obtained
from the interface register on allocation. A priority (P) bit and
prioritized sub-block index (PI, 6 bits) are used for critical-
data-first miss handling [15]. The P bit indicates if there is
a prioritized sub-block, and the PI identifies the index of
the prioritized sub-block. On the allocation of a cache-fill
command, the P bit is set, and the PI is deduced from the
offset of the interface register. Read-issued (R), in-buffer (B),
and partial-write (W) bit vectors (64 bits per vector) are used
for tracing the status of sub-blocks. The R and W vectors
show whether read and write transfers of sub-blocks have
been issued, respectively. When a read request is sent out for
a sub-block, the corresponding bit in the R vector is set to
avoid generating redundant memory accesses. Sub-blocks of a
page are fetched sequentially by default, unless the P bit of a
PCSHR is set to prioritize a certain sub-block. The B vector
indicates which sub-block data are currently available in a page
copy buffer (see Fig. 3) while the page is in a transfer. The
W vector is used for tracing sub-block states when writing
them back to the off-package memory or filling them in the
DRAM cache depending on the command type. A PCSHR also
contains a set of sub-entries, each comprised of a valid (V)
bit and sub-block index (SI, 6 bits) along with access-specific
information such as an access ID. For every memory access
that hits in a PCSHR (i.e., data miss), the SI of a memory
address is saved in a sub-entry as a pending request, which
will be serviced when the corresponding sub-block becomes
available in the page copy buffer.

3) Handling DRAM Cache Accesses: Since NOMAD im-
plements a decoupled tag-data management scheme, the back-
end should be able to resolve data misses. For every DC access
on a TLB hit, the CFN tags of PCSHRs are compared with
the DC access address as shown in Fig. 6. No matched tags
indicate that the page is not in a transfer, and thus the whole
page data are available in the DRAM cache (i.e., data hit).
Otherwise, a matched tag implies a data miss, and the access
request is scheduled in a sub-entry of the matched PCSHR.
Pending accesses in sub-entries are handled differently based
on access types (i.e., read or write) and the status of target
sub-blocks. The data miss of a write access can immediately
write data in a page copy buffer and set the corresponding
bit in the B vector. For a read data miss, the target sub-block
may be already available in the page copy buffer or still in
a transfer from the off-package memory. In case of a page
copy buffer hit (i.e., corresponding bit set in the B vector),
the access can be immediately serviced by reading the data
from the buffer instead of accessing the on-package DRAM,
which saves latency and bandwidth. Otherwise, the pending
access must wait until the missed sub-block arrives.

E. Analysis of Effective Cache Access Latency

Fig. 7 visualizes the access latency of different DRAM
cache schemes for two cases, i) TLB and DC tag hits and
ii) TLB and DC tag misses, which are denoted as (hit, hit)
and (miss, miss), respectively. A HW-based scheme exhibits
longer access latency in the (hit, hit) case than OS-managed

198Authorized licensed use limited to: Carnegie Mellon University Libraries. Downloaded on January 17,2024 at 23:08:23 UTC from IEEE Xplore.  Restrictions apply. 



Comparator latencyExtra latency

SRAM $ DC access (tag and data)

SRAM $ DC access

SRAM $ DC access

HW-based

Blocking OS-managed

NOMAD

(a) Case of TLB hit and DRAM cache hit: (hit, hit)

Page copy buffer hitCache-fill command

TLB PT walk SRAM $

TLB PT walk Page copy DC tag miss handler SRAM $ DC access

TLB PT walk DC tag miss handler SRAM $

HW-based

Blocking OS-managed

NOMAD

DC access (tag and data) Off-package DRAM access

Off-package DRAM access

(b) Case of TLB miss and DRAM cache miss: (miss, miss)

Fig. 7: Comparison of effective access latency between different DRAM cache schemes. (a) In a (hit, hit) case, OS-managed
schemes provide near-ideal access latency, whereas a HW-based design exhibits longer access latency to read a DC tag from
the on-package DRAM. (b) In a (miss, miss) case, non-blocking miss handling of HW-based scheme and NOMAD effectively
hides the latency via critical-data-first scheduling, while the blocking OS-managed scheme has a substantial latency penalty.

schemes because it has to access the on-package DRAM to
read a DC tag. Instead, it can effectively hide the miss handling
latency using MSHRs with critical-data-first scheduling [15]
for the (miss, miss) situation. On the contrary, a blocking OS-
managed scheme delivers ideal access latency in the (hit, hit)
case since it reads a DC tag during a TLB access. However,
it suffers from significantly long miss handling latency in the
(miss, miss) case due to the blocking mechanism.

In contrast, the OS-managed DC design of NOMAD pro-
vides near-ideal DC access time in the (hit, hit) case, and
its non-blocking miss handling mechanism via decoupled tag-
data management substantially subdues the latency overhead
of the blocking OS-managed scheme in the (miss, miss) case
as well. The decoupled tag-data management in fact makes a
synergistic effect to hide the miss handling latency. A memory
request that had caused a DC tag miss is very likely to hit in
a page copy buffer even though an application thread resumes
immediately after the NOMAD front-end resolves only the
DC tag miss. Since the cache fill is offloaded to the back-end
hardware in advance by the DC tag miss handler as shown
in Fig. 7b, critical-data-first scheduling in the back-end can
promptly fetch the data. In our experiments, we observe that
91.6% data misses hit in page copy buffers.

The following describes other cases that are not illustrated in
Fig. 7. In a (miss, hit) situation, a TLB miss penalty including
a page table walk is added to the access latency of the (hit,
hit) case for all DC schemes, which is unavoidable. For a (hit,
miss) case, the DC access path of the HW-based scheme along
the SRAM cache hierarchy is not affected. Thus, its effective
access latency is the same as the (miss, miss) case without
the TLB miss penalty. When it comes to OS-managed DRAM
caches including both blocking and non-blocking schemes, the
(hit, miss) case is equivalent to accessing a non-cacheable
page, which behaves like a conventional memory system
without the on-package DRAM.

F. Centralized vs. Distributed Back-end Designs
Contemporary processors utilize multiple memory channels,

where a memory controller is assigned to each channel (or

LLC

HBM

DDR DDR

System Bus

BE

HBM

(a) Centralized back-end

LLC

HBM

DDR DDR

System Bus

BE

HBM

BE

(b) Distributed back-ends

Fig. 8: Centralized and distributed back-end (BE) structures
that keep the generality of HBMs (on-package DRAM) and
DDRs (off-package memory).

two) [5], [42]. In such a multi-channel design, a centralized
back-end such as Fig. 8a can raise routing and bandwidth con-
cerns since it must handle all the DC traffic. Instead, NOMAD
can implement distributed back-ends as shown in Fig. 8b,
where DC accesses head for different memory channels based
on CFNs. Tuck et al. [44] observed that a distributed miss
handling architecture is vulnerable to access imbalance, which
causes frequent lockups and thus requires more resources.
However, NOMAD with distributed back-ends does not have
this problem because page copy commands are uniformly
distributed to the back-ends of different on-package DRAM
channels due to the FIFO allocation policy.

G. Support for Shared Pages and Superpages

NOMAD is distinguished from prior OS-managed schemes
in that it supports caching shared pages [22], [29]. When
updating a PTE on a cache frame allocation, the DC tag miss
handler can check if the page is shared by referencing its
PPD, which can be accessed by using the PFN as an index of
the PPD array. If the page is shared with multiple PTEs, the
handler can retrieve them via reverse mappings and update
them all [7], [33], [47]; this is omitted in Algorithm 1 for
simplicity. Evicting the cache frame of a shared page can also
be performed in a similar way, and it incurs no additional
overhead because the eviction daemon has to read its PPD
and reverse mapping anyway (lines 12-15 in Algorithm 2).

Recent operating systems utilize superpages that are a few
megabytes or even gigabytes in size to extend the TLB

199Authorized licensed use limited to: Carnegie Mellon University Libraries. Downloaded on January 17,2024 at 23:08:23 UTC from IEEE Xplore.  Restrictions apply. 



TABLE II: System and DRAM Configurations

System parameters

Processor 8 out-of-order cores,
4GHz, 192 ROB entries, 8 issue width

L1 TLB 128 entries, 8-way
L2 TLB 1536 entries, 6-way

L1 I/D cache 32KB, 2-way, 2 cycles, private
L2 cache 128KB, 4-way, 4 cycles, private
L3 cache 8MB, 8-way, 17 cycles, shared

DRAM cache 1GB, shared

On-package DRAM [45]

HBM2, 2GHz, 128-bit, 64-byte burst size,
16 banks/rank, 1 rank/channel, 8 channels,
4KB row page, RoBaRaChCo, open page,

tRCD-tCAS-tRP-tRAS 7-7-7-17 (ns)

Off-package memory [35]

DDR4-3200, 64-bit, 64-byte burst size,
16 banks/rank, 2 rank/channel, 2 channels,
4KB row page, RoBaRaChCo, open page,
tRCD-tCAS-tRP-tRAS 14-14-14-34 (ns)

Tags-in-DRAM [24]

Organization

1KB cache line, 4-way, LRU,
perfect way prediction on hit,
write-no-allocate, 32 MSHRs,

4 sub-entries/MSHR, 32 write buffers,
64-byte-granular dirty tracking

NOMAD (this work)
Front-end 400-cycle tag management latency

Back-end 16 PCSHRs, 4 sub-entries/PSCHR,
no write buffer

reach. Prior work on DRAM caches showed that there could
be significant performance degradation due to over-fetching
issues even with a few kilobytes of cache line sizes [22],
[24], [25]. However, restricting a supportable page size only
to 4KB may become a problem for some workloads whose
working sets are allocated with superpages [17]. To resolve the
problem, NOMAD can utilize a fragmented memory allocation
technique to support superpages [38], which only brings 4KB-
granular sub-pages on demand while preserving the benefits of
superpage allocations. Since this technique itself is orthogonal
to the key of this paper, we do not dive deep into supporting
superpages in a DRAM cache in this paper.

IV. EVALUATION

A. Experiment Environment

We modeled NOMAD based on the gem5 simulator [4],
[32], and a chip multiprocessor (CMP) system is configured
with private L1, L2 caches and a shared L3 cache. We used
CACTI-7.0 [36] to determine the access time of SRAM caches,
and detailed system parameters are summarized in Table II.
For memory modeling, we implemented a DRAM cache con-
troller in gem5 and integrated DRAMsim3 [30] to configure a
heterogeneous memory system that consists of HBM [23] and
DDR4 [35]. We selected nine memory-intensive benchmarks
from SPEC2006 [16] and six graph processing benchmarks
from GAPBS [3]. As described in Section II-C, the bench-
marks are categorized into four different classes (i.e., Excess,
Tight, Loose, and Few) based on their RMHB characteristics.
Table I summarizes the workloads used in our experiments.
We assigned a single-threaded program to each CPU and fast-
forwarded the applications via an atomic CPU model to reach

the region of interest (ROI) of the workloads and also to
warm up DRAM caches. On reaching the ROI, the timing
simulation of out-of-order cores initiated and ran for 500
million instructions per core (i.e., total 4 billion instructions).

To analyze OS-managed DRAM caches, we implemented
multi-level TLBs and modified the OS emulation functionali-
ties of SE-mode gem5 including address translation, memory
management, etc. Shared resources used for the cache frame
management (e.g., CPDs, head and tail of the free queue) are
frequently accessed, so we assumed that they are kept in the
on-package DRAM, which take up several pages. Caching the
shared resources requires total 2MB, assuming that each CPD
is 8 bytes with alignment although the actual size 42 bits.

We conservatively modeled the latency overhead of OS rou-
tines in NOMAD. The critical path of a DC tag miss handler
is primarily attributed to two sequential read accesses to the
on-package DRAM, one for probing the head of the free cache
frame queue and another for reading its CPD. Other accesses
such as updating a PTE and CPD or reading a PPD can be
overlapped, so their latency impacts can be effectively hidden.
Considering the average on-package DRAM access time of
OS-managed schemes (i.e., 93 cycles), we have conservatively
set the tag management latency to 400 cycles including a
synchronization overhead. In our experiments, we observed
between 400 and 3200 cycles of DC tag management delays in
NOMAD because the miss handling routine is treated as a crit-
ical section that allows only one CPU to enter at a time. CPUs
executing OS routines are stalled during timing simulations as
if the OS occupies the CPUs. In contrast, the TDC scheme is
allowed to perform multiple page copy executions in parallel
by locking only the critical PTEs without an extra penalty.
NOMAD is compared with four other memory schemes, and
the following highlights the key of each implementation.
• Baseline: It models a traditional system only with the off-
package memory. This design serves as the lower bound of
the DRAM cache performance.
• TiD: This HW-based scheme adopts the tag management
method of Unison Cache [24]. The cache line size of TiD
is set to 1KB by idealizing a DRAM row architecture, and
the DRAM cache is configured as a four-way set-associative
structure with an ideal way predictor.
• TDC: It represents the state-of-the-art OS-managed DC de-
sign [29]. We implemented this scheme similar to the NOMAD
front-end except for the blocking miss handling mechanism
in order to disregard the effects of other efficiencies in the
TDC scheme (e.g., lacking dirty-in-cache bits for efficient data
management).
• Ideal: The ideal OS-managed DRAM cache has no latency
penalties for tag miss handling, page copy, etc. It serves as the
upper bound of the OS-managed DRAM cache performance.

B. Evaluation Results

Fig. 9, 10, and 11 show evaluation results in a nutshell.
Fig. 9 plots the IPC of various memory schemes relative to
the baseline. It also shows the average DC access time in CPU
cycles, which is measured at DC controllers. Fig. 10 displays
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Fig. 11: Breakdown of application stall cycle ratios and the average tag management latency of OS-managed schemes.

the breakdown of the on-package DRAM bandwidth usage and
the row buffer hit rates. Lastly, Fig. 11 compares application
stall cycle ratios and the tag management latency of two OS-
managed schemes, TDC and NOMAD.

1) Class Excess: Workloads in the Excess class have
high RMHB and LLC MPMS. TDC struggles with these
benchmarks in that the workloads are stalled around 43%
of the runtime (Fig. 11). As a result, TDC shows almost no
performance gains over the baseline although it has ideal DC
access time (Fig. 9). On the other hand, TiD consumes a
substantial portion of the on-package DRAM bandwidth for
accessing DC metadata and miss handling (i.e., cache fills and
writebacks) (Fig. 10), resulting in longer average DC access
time (Fig. 9). In contrast, NOMAD achieves considerable
performance speedup over the baseline by i) significantly re-
ducing application stall cycles via non-blocking miss handling
compared to TDC (Fig. 11) and ii) providing near-ideal DC
access time (Fig. 9). Even for sssp that has low spatial locality,
NOMAD achieves a similar performance enhancement as TiD
(Fig. 9) although it uses greater miss handling bandwidth than
TiD because of the larger cache line size (Fig. 10).

2) Class Tight: For les, libq, and gems in the Tight class
with abundant spatial locality (i.e., high row buffer hit rates in
Fig. 10), TDC shows better performance than TiD thanks to
the ideal DC access time (Fig. 9) even though it has large

application stall ratios around 29% (Fig. 10). TDC is also
resilient to bursty LLC miss traffic such as les compared to TiD
since the HW-based scheme amplifies the use of on-package
DRAM bandwidth for accessing DC metadata, which leads to
increases in the average DC access time (Fig. 9). However, for
the workload with less spatial locality (i.e., bfs), TDC achieves
almost no performance improvements over the baseline, while
TiD does. This is because bfs has spatial locality far less than
the 4KB page size but close to the 1KB cache line size of
the HW-based scheme. For all workloads in the Tight class,
NOMAD shows the greatest performance enhancements even
for bfs since it can tolerate DC tag misses and has near-ideal
DC access time.

3) Class Loose: For workloads in the Loose class, TDC
achieves greater performance improvements than TiD (Fig. 9)
since application stall ratios around 15% are at the affordable
level (Fig. 11). As an exception, TiD shows better perfor-
mance than TDC for cc whose LLC MPMS is low, because
TiD does not require much on-package DRAM bandwidth
to access DC metadata. Other workloads in this class have
high LLC MPMS, so TDC performs better than TiD even
for the workload with low spatial locality (i.e., bc). NOMAD
shows less than 5% application stall ratios for the Loose-class
benchmarks not only because the workloads have few DC tag
misses but also because there are less contentions for shared
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resources (e.g., critical sections in front-end routines). Thus,
the average tag management latency of NOMAD approaches
the minimum 400 cycles (Fig. 11), and it achieves near-ideal
performance speedup (Fig. 9).

4) Class Few: At this level of RMHB, application stall
ratios become almost negligible (about 4%) even for TDC
(Fig. 11). Thus, TDC shows similar performance as NOMAD
and the ideal scheme (Fig. 9) except for ast, which has rela-
tively higher RMHB than other Few-class benchmarks. On the
contrary, TiD suffers from long DC access time (Fig. 9) espe-
cially for workloads with high LLC MPMS (e.g., pr) because
of significant on-package DRAM bandwidth consumption for
metadata accesses (Fig. 10). TiD performs even worse than the
baseline for tc because it consumes a substantial portion of the
on-package DRAM bandwidth for cache fills due to conflict
misses of the set-associative cache organization, whereas TDC
and NOMAD feature fully-associative caches.

5) Summary: TDC excels at processing Loose and Few-
class benchmarks by providing ideal DC access time, but its
blocking miss handling mechanism cannot efficiently deal with
workloads in the Excess class. On the other hand, TiD as
a non-blocking HW-based cache is resilient to DC misses.
However, Table I shows that workloads exhibiting high RMHB
also have large LLC MPMS, which implies that TiD is likely
to suffer from increased DC access time due to excessive on-
package DRAM bandwidth usage for DC metadata accesses.

The decoupled tag-data management of NOMAD effectively
overcomes the drawbacks of both OS-managed and HW-based
DRAM cache designs by enabling non-blocking miss handling
and achieving near-ideal DC access time. As a result, NOMAD
improves IPC by 16.7% and 25.5% over TDC and TiD, re-
spectively. Although NOMAD shows greater tag management
latency than TDC (Fig. 11) because of contentions on shared
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Fig. 14: Application stall rates and the average tag manage-
ment latency of cact (highest RMHB) and libq (bursty RMHB)
with respect to the number of PCSHRs.

resources (e.g., critical sections in front-end routines), the
penalty is subdued by efficient data management offloaded
to the back-end hardware. Consequently, NOMAD reduces
application stall cycles by 76.1% on average compared to
TDC. In addition, the latency overhead of data verification on
DC accesses is insignificant in the NOMAD back-end because
reading and comparing the CFN tags of PCSHRs account for
only 0.21 CPU cycle based on a CACTI analysis [36]. Even
if the data verification procedure takes up one full CPU cycle,
it results in only 0.1% performance decrease on average.

6) Sensitivity to the Number of PCSHRs: Fig. 12 plots per-
class average IPC normalized to the baseline and the average
off-package memory bandwidth usage with varying PCSHRs
in NOMAD. In overall, attainable miss handling bandwidth
is a performance bottleneck when NOMAD is provisioned
with a small number of PCSHRs. As the number of PCSHRs
increases, the performance escalates until the PCSHRs provide
sufficient miss handling bandwidth. For Excess-class bench-
marks that have higher RMHB than the off-package memory
bandwidth, eight PCSHRs offer near-max performance, and
further increasing the count gives no noticeable improvements
because the off-package memory bandwidth becomes the
bottleneck rather than PCSHRs. Fig. 13 shows the average IPC
of Excess-class benchmarks with increasing PCSHRs relative
to 32-PCSHR setups for different number of CPUs. Since the
performance is bounded by the off-package memory beyond
eight PCSHRs, increasing the number of CPU cores in the
CMP does not require a greater number of PCSHRs.

Fig. 14 compares application stall rates and the average tag
management latency between cact (highest RMHB) and libq
(bursty RMHB) with respect to the number of PCSHRs. The
graph reveals that the bursty-RMHB benchmark (i.e., libq)
experiences more severe contentions on PCSHRs than the
highest-RMHB benchmark (i.e., cact). In this case, increas-
ing PCSHRs from 16 to 32 helps reduce the average tag
management latency by 48% and improves performance by
11.3%. However, other than two bursty-RMHB benchmarks
(i.e., libq, gems), we observe that four PCSHRs provide Tight-
class benchmarks with sufficient miss handling bandwidth. For
Loose and Few-class workloads, NOMAD even with only one
or two PCSHR(s) has enough missing handling bandwidth.

7) Area-optimized Design: The area overhead of NOMAD
back-end hardware is mostly attributed to page copy buffers,
which in total account for 4KB page size × the number of
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Fig. 16: Average IPC normalized to the baseline and the
average tag management latency of centralized and distributed
back-end designs with different numbers of PCSHRs.

PCSHRs. Other fields are only 45 bytes in size per PCSHR
(i.e., 37 bytes of control bits and four sets of 2-byte sub-
entries). Instead, the back-end hardware can be designed to
have a smaller number of page copy buffers to reduce the area
overhead but a larger number of PCSHRs to alleviate resource
contentions on them particularly for bursty-RMHB workloads.
In this design, the back-end has to explicitly allocate free page
copy buffers to PCSHRs. Fig. 15 plots the average IPC and
the tag management latency of two bursty-RMHB benchmarks
(i.e., libq, gems) with different numbers of PCSHRs and page
copy buffers, where (n, m) denotes n PCSHRs and m buffers.
The graph shows that increasing the PCSHR count helps the
bursty-RMHB workloads, but the number of page copy buffers
does not have to scale up proportionally.

8) Centralized vs. Distributed Back-ends: Similar to multi-
ported cache designs [43], NOMAD can implement distributed
back-ends to support a multi-channel system. This requires
only a minor modification to the OS to distribute page copy
commands based on a few bits of CFNs. Tuck et al. [44]
observed that a distributed miss handling architecture could
suffer from frequent lockups due to imbalanced accesses and
thus would require greater hardware resources. However, this
is not the case for NOMAD because page copy commands
are uniformly distributed to DC channels thanks to sequential
cache frame allocations in a FIFO manner. Fig. 16 compares
the average IPC and tag management latency between cen-
tralized and distributed back-ends with different numbers of
PCSHRs. The graph shows that the centralized and distributed
back-ends achieve similar performance. Thus, NOMAD can be
implemented in both ways with comparable hardware costs.

V. RELATED WORK

1) Scalable Designs: Prior studies [31], [39] proposed
scalable TiD designs by using small cache lines (i.e., 64
bytes) and storing tags and data in the same DRAM row
to optimize the tag serialization latency. To mitigate the
bandwidth problems of TiD schemes, other related work [10],
[18] suggested using SRAM caches to filter metadata accesses.
If on-package DRAM supports an error correction code (ECC),
direct-mapped DRAM caches may save the bandwidth con-
sumption by storing tags in spare ECCs and accessing them
along with the ECC metadata [42], [48].

2) Exploiting Spatial Locality: DRAM caches with small
cache lines cannot exploit abundant spatial locality of memory-
bound applications, so prior work proposed DC designs with
large cache lines [24]–[26], [40]. To mitigate the waste of
bandwidth consumption caused by large cache lines, they used
selective caching mechanisms at the page or block levels.

3) Flexible and Low-cost Designs: Using large cache lines
in TiD schemes imposes several implementation challenges. It
incurs non-trivial design and verification efforts because cache
functions (e.g., tag matching, allocation) have to be tightly
coupled with conventional memory controller tasks (e.g., row
activation, refresh). Also, set-associative cache organizations
and selective caching mechanisms are not flexibly adaptable
to different characteristics of workloads [34], [41]. Thus, OS-
managed DC solutions have been proposed to overcome these
limitations [2], [12], [17], [27], [29], [34], [37], [41].

4) Hybrid Approaches: The performance of an OS-
managed DRAM cache is bounded by page migration band-
width such that TDC struggles with Excess-class workloads.
To blend HW-based and OS-managed solutions, related work
[49] proposed a hybrid method. However, it is basically a HW-
managed design with passive OS supports, which is inflexible
and aggravates the hardware design complexity. In contrast,
NOMAD is an OS-managed DRAM cache that can flexibly
utilize various selective caching mechanisms [12], [27], [41].
It also mitigates the limitations of prior OS-only solutions by
introducing a low-cost hardware support in the back-end.

5) Multi-socket Support: On-package DRAMs in a multi-
socket system can be configured as partitioned or coherent
caches. In a partitioned scheme, a physical frame can only
be cached in a local on-package DRAM. NOMAD can be
easily extended to support this organization by binding local
memory nodes to the OS and applying a NUMA allocation
algorithm. In a coherent-cache scheme, DRAM caches require
a coherence protocol [11], [20] because a physical frame can
be duplicately cached in any on-package DRAMs. Although
NOMAD is an OS-managed DRAM cache, existing DC coher-
ence protocols are compatibly applicable since the front-end
sends all the mapping information to the hardware.

VI. CONCLUSION

The proposed NOMAD scheme enables a non-blocking OS-
managed DRAM cache via tag-data decoupling. It overcomes
the disadvantages of prior OS-managed and HW-based designs
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by providing near-ideal DC access time and enabling non-
blocking miss handling via a low-cost hardware support.
NOMAD implements a flexible hybrid DRAM cache design
without excessive hardware design complexity and resource
overhead unlike previous hybrid DRAM caches.
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