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Questions?



Back Prop (Isn’t This Trivial?)
• When I first understood what backpropagation was, my reaction 

was: “Oh, that’s just the chain rule! How did it take us so long 
to figure out?” I’m not the only one who’s had that reaction. 
It’s true that if you ask “is there a smart way to calculate 
derivatives in feedforward neural networks?” the answer isn’t 
that difficult. 
• But I think it was much more difficult than it might seem. You 

see, at the time backpropagation was invented, people weren’t 
very focused on the feedforward neural networks that we study. 
It also wasn’t obvious that derivatives were the right way to 
train them. Those are only obvious once you realize you can 
quickly calculate derivatives. There was a circular dependency.



Gradient Descent



Backprop for Sigmoid





Computation Graphs
Towards Auto-differentiation 
(Autograd)



• Suppose we 









Gradient Descent





Does it 
work?



Gradient!!!



Why Doesn’t Gradient Tell You Everything



Local Min & Saddle Points!



Saddle Point



Hessian Matrix



Momentum

However, a ball that rolls down a hill, blindly following 
the slope, is highly unsatisfactory.  

Can we have a smarter ball that slows down before 
going up again?



Nesterov Momentum

Performs “look-ahead” by estimating the updated parameters with the current momentum only. 
Estimate the gradient based on the momentum updated parameters.



Adagrad

Problem: Sum of squares.



RMSprop

 Instead of accumulating all past squared gradients, RMSprop restricts the window of accumulated past 
gradients to some fixed size.



Adam

  initialized with   

This step corrects the 
bias toward  

𝑚𝑡, 𝑣𝑡 0

0

Adam is basically RMSprop with momentum.



Hessian Free Optimization Methods



Vanishing & 
Exploding 

GRADIENT!





Covariant Shift (BatchNorm)





GET MORE 
DATA!!!!



Dropout
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Why CNN?







Convolution!





Pooling!



Pooling







It is SHAPE that matters!



LeNet!


