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Logistic function as a Graph

Sigmoid Unit
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Neural Networks to learn f: X à Y
• f can be a non-linear function
• X (vector of) continuous and/or discrete variables
• Y (vector of) continuous and/or discrete variables

• Neural networks - Represent f by network of sigmoid (more 
recently ReLU – next lecture) units :

Input layer, X

Output layer, Y

Hidden layer, H

Sigmoid Unit



Neural Network trained to distinguish vowel sounds using 2 formants (features)

Highly non-linear decision surfaceTwo layers of logistic units
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Neural Network 
trained to drive a 
car!

Weights of each pixel for one hidden unit

Weights to output units from one hidden unit





Prediction using Neural Networks

Prediction – Given neural network (hidden units and weights), use it to predict 
the label of a test point

Forward Propagation –
Start from input layer
For each subsequent layer, compute output of sigmoid unit

Sigmoid unit:

1-Hidden layer, 
1 output NN:

oh



Training Neural Networks – l2 loss

Learned neural 
network

Train weights of all units to minimize sum of squared errors of 
predicted network outputs

bf(xl) = o(xl)Where , output of neural network for training point xl

E[W ]

Minimize using Gradient Descent

For Neural Networks, 
E[w] no longer convex in w



Differentiable 
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Training Neural Networks
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Gradient Descent for 1 sigmoid unit

Gradient of the sigmoid function
output wrt its input

Gradient of the sigmoid unit 
output wrt input weights
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Using all training data D
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Gradient Descent for 1 hidden layer 
1 output NN

Gradient of the output with 
respect to wh

Gradient of the output with 
respect to input weights whi
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(MLE)
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Using Forward propagation

y = label of current 
training example     

o(h) = unit output 
(obtained by forward 
propagation)

wij = wt from i to j

Note: if i is input variable, 
oi = xi

using Stochastic gradient descent
1 final output unit



(MLE)

yk
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Using Forward propagation

yk = label of current 
training example for 
output unit k

ok(h) = unit output 
(obtained by forward 
propagation)

wij = wt from i to j

Note: if i is input variable, 
oi = xi

using Stochastic gradient descent



Objective/Error no 
longer convex in 
weights






