
117-214

Principles of Software Construction:
Objects, Design, and Concurrency

DevOps

Charlie Garrod         Chris Timperley



217-214

Administrivia

• Homework 6 has been released
– Sequential implementation due by Tuesday, Nov. 26 
– Parallel implementation due by Wednesday, Dec. 4
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Outline

• DevOps and CI/CD

• Large-Scale Version Control

• Release Management
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Devs, Ops, and The Wall of Confusion

https://www.plutora.com/blog/what-is-enterprise-devops
https://www.yudiz.com/welcome-devops-prevent-defects/

https://www.plutora.com/blog/what-is-enterprise-devops
https://www.yudiz.com/welcome-devops-prevent-defects/
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DevOps: Development / Operations

https://blog.gds-gov.tech/that-ci-cd-thing-principles-implementation-tools-aa8e77f9a350

DEV OPS
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Principle: Automation Everywhere

https://blog.chef.io/automate-all-the-things/
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Principle: Code as Configuration

• Manage configuration files in your version control system
– Travis, Gradle, Jenkins, …

• Packaging and installation
– Docker, package.json, setup.py, pom.xml, ...

• Infrastructure and deployment
– Docker Compose, Ansible, Puppet, Kubernetes
– Manage servers and resources

• ...
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Installation and configuration can be annoying

https://llvm.org/docs/GettingStarted.html
https://blog.codinghorror.com

● Build flags
● Build order
● Static dependencies
● Dynamic dependencies
● Environment variables
● Configuration files
● DLL hell
● ...

https://llvm.org/docs/GettingStarted.html


917-214

FROM ubuntu:18.04

RUN apt-get update \

 && apt-get install -y \

      apt-transport-https \

      ca-certificates \

      curl \

      docker \

      software-properties-common \

      git \

      python \

      python-pip \

      python-dev \

      patchelf \

      python3 \

      python3-pip \

      openjdk-8-jdk \

      locales \

      vim \

 && pip install pipenv \

 && curl -fsSL https://download.docker.com/linux/ubuntu/gpg | apt-key add - \

 && add-apt-repository \

      "deb [arch=amd64] https://download.docker.com/linux/ubuntu \

      $(lsb_release -cs) \

      stable" \

 && apt-get update \

 && apt-get install -y docker-ce \

 && apt-get autoremove -y \

 && apt-get clean \

 && rm -rf /var/lib/apt/lists/* /tmp/* /var/tmp/*

RUN sed -i -e 's/# en_US.UTF-8 UTF-8/en_US.UTF-8 UTF-8/' /etc/locale.gen && \

    locale-gen

ENV LANG en_US.UTF-8

ENV LANGUAGE en_US:en

ENV LC_ALL en_US.UTF-8

● Uses lightweight containerization
● Full setup including configuration
● Separate container for each service

○ web server, database, logic, …
○ reduced attack surface

● Used in development and deployment
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Docker and DockerHub

https://docs.docker.com/docker-hub/builds/
https://static.packt-cdn.com/products/9781789137231/graphics/99abf1ea-4efe-4ccd-93c3-b36e80f3263c.png

● Build an image for each release
● Quickly rollback to stable versions

$ docker pull mysql:8.0
$ docker push christimperley/darjeeling

https://docs.docker.com/docker-hub/builds/
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Principle: Rapid Releases and Feedback

• Remove the manual and ceremonial aspects from releases
– Possibly continuous releases
– Incremental rollout; quick rollback

• Get feedback on your changes ASAP
– Continuously measure quality, refine implementation, and rerelease
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Principle: Shared Responsibility

• Breakdown the “Wall of Confusion”
• Improve collaboration between dev. and ops. teams
• Reduce “throw it over the fence” syndrome
• Treat failures as a learning experience...
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Aside: Postmortems

https://blog.codinghorror.com/the-project-postmortem/
https://www.developer.com/design/article.php/3637441
https://landing.google.com/sre/books/

https://blog.codinghorror.com/the-project-postmortem/
https://www.developer.com/design/article.php/3637441
https://landing.google.com/sre/books/
https://www.youtube.com/watch?v=NnkCujnYNSo
https://landing.google.com/sre/sre-book/chapters/postmortem/
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• Agile releases!
• Easier to share and 

understand code
• Faster onboarding
• Safely push code through 

CI/CD pipeline

Two sides to DevOps

 Operations-oriented

• Manage servers automatically
• Easier to identify and fix bugs
• Automatic logging, 

monitoring, and operations

Developer-oriented
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Continuous Integration and Continuous Deployment

https://dzone.com/articles/learn-how-to-setup-a-cicd-pipeline-from-scratch
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Continuous Integration
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Continuous Integration at Google
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Aside: Sapienz and SapFix at Facebook

https://engineering.fb.com/developer-tools/finding-and-fixing-software-bugs-automatically-with-sapfix-and-sapienz/

https://engineering.fb.com/developer-tools/finding-and-fixing-software-bugs-automatically-with-sapfix-and-sapienz/
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Outline

• DevOps and CI/CD

• Large-Scale Version Control

• Release Management
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How do you scale to 2 billion lines of code?

https://www.youtube.com/watch?v=W71BTkUbdqE
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R. Potvin and J. Levenberg, "The Motivation for a Monolithic Codebase: Why Google stores billions of lines 
of code in a single repository", in Communications of the ACM, vol. 59, no. 7, 2016.

https://ai.google/research/pubs/pub45424/
https://www.youtube.com/watch?v=W71BTkUbdqE


2217-214

A recent history of code organization

https://www.toptal.com/front-end/guide-to-monorepos

https://www.toptal.com/front-end/guide-to-monorepos
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Monolithic repositories (Monorepos)

A single version control repository containing multiple:

• Projects
• Applications
• Libraries
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https://www.youtube.com/watch?v=gOVD-DrUpwQ
https://engineering.fb.com/core-data/scaling-mercurial-at-facebook/
https://facebook.github.io/watchman/
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https://devblogs.microsoft.com/bharry/the-largest-git-repo-on-the-planet/
https://vfsforgit.org/
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Monorepos are also used by open source projects

https://github.com/foursquare/fsqio
https://github.com/stellar/go
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Monorepos tend to use a common build system

https://bazel.build/
https://buck.build/
https://www.pantsbuild.org/index.html
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Why do these companies use monorepos?
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Benefits of Monorepos

• Cheaper code reuse
– Extract reusable code into a new component
– Easily use that code from elsewhere! No need for more repos.

• Browse, read, and search through the entire codebase
– Works with grep, IDEs, and special tools out of the box

• Atomic refactorings with a single commit
– Switch from an old API to a new API in a single commit

• Easier to test, debug, review, and deploy projects that span 
multiple applications
– Easier to collaborate across projects and teams.
– No more internal dependency management!
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Drawbacks of Monorepos

• Require collective responsibility for team and developers

• Require trunk-based development
– More on that later...

• Force you to have only one version of everything 

• Scalability requirements for the repository

• Can be hard to deal with updates around things like security 
issues

• Build and test bloat without very smart build system

• Slow VCS without very smart system

• Permissions?
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Outline

• DevOps and CI/CD

• Large-Scale Version Control

• Release Management
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How and when should software be released?
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Principle: Quick to Deploy; Slow to Release

“Get your **** together; fix it in production.”
Chuck Rossi, former Release Engineering Director at Facebook

https://softwareengineeringdaily.com/2019/08/27/facebook-release-engineering-with-chuck-rossi/
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Trunk-based development at Google
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Trunk-based development

https://trunkbaseddevelopment.com

https://trunkbaseddevelopment.com
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Cherrypicking

https://www.atlassian.com/blog/git/the-essence-of-branch-based-workflows

https://www.atlassian.com/blog/git/the-essence-of-branch-based-workflows
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Fresh release branch every week

https://engineering.fb.com/web/rapid-release-at-massive-scale/
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The number of commits in a branch cut became unsustainable
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Quasi-continuous push from master (1,000+ devs, 1,000 diffs/day); 
10 pushes/day
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Principle: Every feature is an experiment
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Dark Launching

• Similar to canary testing
• Focuses on user response to frontend changes rather than 

performance of backend
• Measure user response via metrics: engagement, adoption
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Aside: Opt-In Beta
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Automated canary analysis at Netflix

https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69
https://octopus.com/blog/blue-green-red-black

https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/

● ~60,000 configuration changes per day,
~4000 commits per day

● Bake an Amazon Machine Image (AMI) for each 
commit

● Deploy via Spinnaker and Kayenta
● Perform automated canary analysis.

○ If okay, switch to new version.
○ If bad, rollback to old version.

https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/
https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69
https://siliconangle.com/2018/04/10/google-netflix-open-source-kayenta-software-release-management-tool/
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Control deployments at run-time using feature flags

https://martinfowler.com/articles/feature-toggles.html
https://docs.microsoft.com/en-us/azure/devops/migrate/phase-features-with-feature-flags?view=azure-devops

https://martinfowler.com/articles/feature-toggles.html
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Warning! Feature flags can be dangerous

In laymen’s terms, Knight Capital Group realized a $460 million 
loss in 45-minutes. Remember, Knight only has $365 million in 
cash and equivalents. In 45-minutes Knight went from being the 
largest trader in US equities and a major market maker in the 
NYSE and NASDAQ to bankrupt.

https://dougseven.com/2014/04/17/knightmare-a-devops-cautionary-tale/

https://dougseven.com/2014/04/17/knightmare-a-devops-cautionary-tale/
https://dougseven.com/2014/04/17/knightmare-a-devops-cautionary-tale/
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Summary

• DevOps brings development and operations together
– Automation, Automation, Automation
– Infrastructure as code

• Release management
– Versioning and branching strategies

• Continuous deployment is increasingly common
• Exploit opportunities of continuous deployment; perform 

testing in production and quickly rollback
– Experiment, measure, and improve


