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Problem

• Q: who-calls-whom-when – patterns?
– Triplets ( source-ip, dest-ip, port#)
– KB (subject, verb, object)
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Conclusions

• Q: who-calls-whom-when – patterns?
– Triplets ( source-ip, dest-ip, port#)
– KB (subject, verb, object)

• A: Tensor analysis (PARAFAC)
– http://www.tensortoolbox.org/

I x J x K

+…+~

a1 aR

b1

c1

bR

cR

http://www.tensortoolbox.org/
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Must-read Material

• [Graph-Textbook] Ch.16.

• Tensors survey: Papalexakis, Faloutsos, 
Sidiropoulos Tensor for Data Mining and 
Data Fusion: Models, Applications, and 
Scalable Algorithms ACM Trans. on 
Intelligent Systems and Technology, 8,2, 
Oct. 2016. (local copy)
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https://www.cs.cmu.edu/~christos/courses/826.F19/readinglist.html
https://dl.acm.org/citation.cfm?id=2915921
https://dl.acm.org/citation.cfm?id=2915921
https://dl.acm.org/citation.cfm?id=2915921
https://www.cs.cmu.edu/~christos/courses/826-resources/PAPERS+BOOK/a16-papalexakis.pdf


Outline

Goal: ‘Find similar / interesting things’
• Intro to DB
• Indexing - similarity search
• Data Mining
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Indexing - Detailed outline
• primary key indexing
• secondary key / multi-key indexing
• spatial access methods
• fractals
• text
• Singular Value Decomposition (SVD)

- …
- Tensors

• multimedia
• ...
15-826 Copyright: C. Faloutsos (2024) 6



Outline

• Motivation - Definitions
• Tensor tools
• Case studies
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Most of foils by
• Dr. Tamara Kolda (Sandia N.L.)
• csmr.ca.sandia.gov/~tgkolda 

• Prof. Jimeng Sun (UIUC)
• https://cs.illinois.edu/about/people/fa

culty/jimeng

3h tutorial: www.cs.cmu.edu/~christos/TALKS/SDM-tut-07/
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http://csmr.ca.sandia.gov/~tgkolda
https://cs.illinois.edu/about/people/faculty/jimeng
https://cs.illinois.edu/about/people/faculty/jimeng
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Motivation 1: Why “matrix”?

• Why matrices are important?

15-826 Copyright: C. Faloutsos (2024)
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Examples of Matrices: 
Graph - social network

John Peter Mary Nick ...
John
Peter
Mary
Nick

...

0 11 22 55 ...
5 0 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

15-826 Copyright: C. Faloutsos (2024)
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Examples of Matrices:
 cloud of n-d points

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

chol# blood# age .. ...
John
Peter
Mary
Nick

...
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Examples of Matrices:
 Market basket 

• market basket as in Association Rules

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

milk bread choc. wine ...
John
Peter
Mary
Nick

...
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Examples of Matrices:
 Documents and terms

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

Paper#1
Paper#2
Paper#3
Paper#4

data mining classif. tree ...

...
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Examples of Matrices:
Authors and terms

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

data mining classif. tree ...
John
Peter
Mary
Nick

...
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Examples of Matrices:
 sensor-ids and time-ticks

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

t1
t2
t3
t4

temp1 temp2 humid. pressure ...

...

15-826 Copyright: C. Faloutsos (2024)
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Motivation: Why tensors?

• Q: what is a tensor?

15-826 Copyright: C. Faloutsos (2024)
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Motivation 2: Why tensor?

• A: N-D generalization of matrix:

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

data mining classif. tree ...
John
Peter
Mary
Nick

...

KDD’17

15-826 Copyright: C. Faloutsos (2024)
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Motivation 2: Why tensor?

• A: N-D generalization of matrix:

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

data mining classif. tree ...
John
Peter
Mary
Nick

...

KDD’16

KDD’15

KDD’17

15-826 Copyright: C. Faloutsos (2024)
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Tensors are useful for 3 or more 
modes 

Terminology: ‘mode’ (or ‘aspect’):

13 11 22 55 ...
5 4 6 7 ...

... ... ... ... ...

... ... ... ... ...

... ... ... ... ...

data mining classif. tree ...

Mode#2

Mode#3

15-826 Copyright: C. Faloutsos (2024)Mode (== aspect) #1
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Motivating Applications 

• Why matrices are important?
• Why tensors are useful? 

– P1: social networks
– P2: web mining

15-826 Copyright: C. Faloutsos (2024)
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P1: Social network analysis

• Traditionally, people focus on static networks and 
find community structures

• We plan to monitor the change of the community 
structure over time

DB

A
ut
ho
rs

Keywords
DM

DB

1990

2004

15-826 Copyright: C. Faloutsos (2024)
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P2: Web graph mining

• How to order the importance of web pages?
– Kleinberg’s algorithm HITS
– PageRank
– Tensor extension on HITS (TOPHITS)

• context-sensitive hypergraph analysis 

15-826 Copyright: C. Faloutsos (2024)



Outline
• Motivation – 

Definitions
• Tensor tools
• Case studies
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• Tensor Basics
• Tucker
• PARAFAC



Tensor Basics



Answer to both: tensor 
factorization

• Recall: (SVD) matrix factorization: finds 
blocks

25
�u1 �ui

N 
users

M
products

‘meat-eaters’
‘steaks’

‘vegetarians’
‘plants’

‘kids’
‘cookies’

~ + +
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Answer to both: tensor 
factorization

• PARAFAC decomposition

26

= + +subject

object

ve
rb

politicians artists athletes

15-826 Copyright: C. Faloutsos (2024)



Answer: tensor factorization

• PARAFAC decomposition
• Results for who-calls-whom-when

– 4M x 15 days

27

= + +caller

callee

tim
e

?? ?? ??
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Goal: extension to >=3 modes

~

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

Example of outer product ‘o’:

15-826 Copyright: C. Faloutsos (2024)
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Goal: extension to >=3 modes

~

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

X(1,1,1)=?
X(3,1,2)=?
X(5,1,1)=?

a1

b1

c1

15-826 Copyright: C. Faloutsos (2024)

Suppose 
R=1
a1=(1,2,3,4)
b1=(2,2,2)
c1=(10,11)
l1=7
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Goal: extension to >=3 modes

~

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

X(1,1,1)=7 *1*2*10
X(3,1,2)=?
X(5,1,1)=?

15-826 Copyright: C. Faloutsos (2024)

Suppose 
r=1
a1=(1,2,3,4)
b1=(2,2,2)
c1=(10,11)
l1=7
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Goal: extension to >=3 modes

~

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

X(1,1,1)=7*1*2*10
X(3,1,2)= 7*3*2*11
X(5,1,1)= ??

15-826 Copyright: C. Faloutsos (2024)

Suppose 
r=1
a1=(1,2,3,4)
b1=(2,2,2)
c1=(10,11)
l1=7
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Goal: extension to >=3 modes

~

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

X(1,1,1)=7*1*2*10
X(3,1,2)= 7*3*2*11
X(5,1,1)= N/A - TRICK QUESTION

15-826 Copyright: C. Faloutsos (2024)

Suppose 
r=1
a1=(1,2,3,4)
b1=(2,2,2)
c1=(10,11)
l1=7
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Main points:

• 2 major types of tensor decompositions: 
PARAFAC and Tucker

• both can be solved with ``alternating least 
squares’’ (ALS)

• Details follow

15-826 Copyright: C. Faloutsos (2024)
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=
U

I x R

V
J x R

W
K x

 R

R x R x R

Specially Structured Tensors
• Tucker Tensor • Kruskal Tensor

I x J x K

=
U

I x R

V
J x S

W
K x

 T

R x S x T

I x J x K

Our 
Notation

Our 
Notation

+…+=

u1 uR

v1

w1

vR

wR

“core”

15-826 Copyright: C. Faloutsos (2024)
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Specially Structured Tensors
• Tucker Tensor • Kruskal Tensor

In matrix form: In matrix form:

details

15-826 Copyright: C. Faloutsos (2024)
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Tucker Decomposition - intuition

I x J x K

~
A

I x R

B
J x S

C
K x

 T
R x S x T

• author x keyword x conference
• A: author x author-group
• B: keyword x keyword-group
• C: conf. x conf-group
•  : how groups relate to each otherG

Needs elaboration!
15-826 Copyright: C. Faloutsos (2024)
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Intuition behind core tensor

• 2-d case: co-clustering
• [Dhillon et al. Information-Theoretic Co-

clustering, KDD’03]

15-826 Copyright: C. Faloutsos (2024)

http://www.cs.utexas.edu/users/inderjit/public_papers/kdd_cocluster.pdf
http://www.cs.utexas.edu/users/inderjit/public_papers/kdd_cocluster.pdf
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Tucker Decomposition

• Proposed by Tucker (1966)
• AKA: Three-mode factor analysis, three-mode 

PCA, orthogonal array decomposition
• A, B, and C generally assumed to be 

orthonormal (generally assume they have full 
column rank)

•     is not diagonal 
• Not unique

I x J x K

~
A

I x R

B
J x S

C
K x

 T
R x S x T

15-826 Copyright: C. Faloutsos (2024)
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Tucker Decomposition

• Proposed by Tucker (1966)
• AKA: Three-mode factor analysis, three-mode 

PCA, orthogonal array decomposition
• A, B, and C generally assumed to be 

orthonormal (generally assume they have full 
column rank)

•     is not diagonal 
• Not unique

Recall the equations for 
converting a tensor to a matrix

I x J x K

~
A

I x R

B
J x S

C
K x

 T
R x S x T

Given A, B, C, the optimal core is:

15-826 Copyright: C. Faloutsos (2024)

details



Kronecker product
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A =


1 2
3 4

�
B =

⇥
10 20 30

⇤

A⌦B =


1 ⇤B 2 ⇤B
3 ⇤B 4 ⇤B

�

=


1 ⇤ 10 1 ⇤ 20 1 ⇤ 30 2 ⇤ 10 2 ⇤ 20 2 ⇤ 30
3 ⇤ 10 3 ⇤ 20 3 ⇤ 30 4 ⇤ 10 4 ⇤ 20 4 ⇤ 30

�

m1 x n1

m1*m2 x n1*n2

m2 x n2

15-826 Copyright: C. Faloutsos (2024)

details



Outline
• Motivation – 

Definitions
• Tensor tools
• Case studies
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• Tensor Basics
• Tucker
• PARAFAC
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CANDECOMP/PARAFAC 
Decomposition

• CANDECOMP = Canonical Decomposition (Carroll & Chang, 1970)
• PARAFAC = Parallel Factors (Harshman, 1970)
• Core is diagonal (specified by the vector l)
• Columns of A, B, and C are not orthonormal
• If R is minimal, then R is called the rank of the tensor (Kruskal 1977) 
• Can have rank(  ) > min{I,J,K}

¼

I x R

K x
 R

A
B
J x R

C

R x R x R

I x J x K

+…+=

15-826 Copyright: C. Faloutsos (2024)
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Tucker vs. PARAFAC Decompositions
• Tucker

– Variable transformation in 
each mode

– Core G may be dense
– A, B, C generally 

orthonormal
– Not unique

• PARAFAC
– Sum of rank-1 components
– No core, i.e., superdiagonal 

core
– A, B, C may have  linearly 

dependent columns
– Generally unique

I x J x K

~
A

I x R

B
J x S

C
K x

 T

R x S x T

I x J x K

+…+~

a1 aR

b1

c1

bR

cR

IMPORTANT

15-826 Copyright: C. Faloutsos (2024)



49

Tensor tools - summary
• Two main tools

– PARAFAC
– Tucker

• Both find row-, column-, tube-groups
– but in PARAFAC the three groups are identical

• To solve: Alternating Least Squares

• Toolbox: from Tamara Kolda:
http://www.tensortoolbox.org/
15-826 Copyright: C. Faloutsos (2024)

http://www.tensortoolbox.org/


Outline
• Motivation - Definitions
• Tensor tools
• Case studies

– P1: web graph mining (‘TOPHITS’)
– P2: phone-call patterns
– P3: N.E.L.L. (never ending language learner)
– P4: network traffic
– P5: FaceBook activity

15-826 Copyright: C. Faloutsos (2024) 50
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P1: Web graph mining

• How to order the importance of web pages?
– Kleinberg’s algorithm HITS
– PageRank
– Tensor extension on HITS (TOPHITS)

15-826 Copyright: C. Faloutsos (2024)
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P1: Web graph mining

• T. G. Kolda, B. W. Bader and J. P. Kenny, 
Higher-Order Web Link Analysis Using 
Multilinear Algebra, ICDM 2005: ICDM, 
pp. 242-249, November 2005, 
doi:10.1109/ICDM.2005.77. [PDF] 

15-826 Copyright: C. Faloutsos (2024)

http://dx.doi.org/10.1109/ICDM.2005.77
http://www.sandia.gov/~tgkolda/pubs/pubfiles/ICDM05.pdf
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Kleinberg’s Hubs and Authorities
(the HITS method)

Sparse adjacency matrix and its SVD:

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

Kleinberg, JACM, 1999
15-826 Copyright: C. Faloutsos (2024)
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authority scores
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

HITS Authorities on Sample Data
.97 www.ibm.com
.24 www.alphaworks.ibm.com
.08 www-128.ibm.com
.05 www.developer.ibm.com
.02 www.research.ibm.com
.01 www.redbooks.ibm.com
.01 news.com.com

1st Principal Factor

.99 www.lehigh.edu

.11 www2.lehigh.edu

.06 www.lehighalumni.com

.06 www.lehighsports.com

.02 www.bethlehem-pa.gov

.02 www.adobe.com

.02 lewisweb.cc.lehigh.edu

.02 www.leo.lehigh.edu

.02 www.distance.lehigh.edu

.02 fp1.cc.lehigh.edu

2nd Principal Factor
We started our crawl from

http://www-neos.mcs.anl.gov/neos, 
and crawled 4700 pages,

resulting in 560 
 cross-linked hosts.

.75 java.sun.com

.38 www.sun.com

.36 developers.sun.com

.24 see.sun.com

.16 www.samag.com

.13 docs.sun.com

.12 blogs.sun.com

.08 sunsolve.sun.com

.08 www.sun-catalogue.com

.08 news.com.com

3rd Principal Factor

.60 www.pueblo.gsa.gov

.45 www.whitehouse.gov

.35 www.irs.gov

.31 travel.state.gov

.22 www.gsa.gov

.20 www.ssa.gov

.16 www.census.gov

.14 www.govbenefits.gov

.13 www.kids.gov

.13 www.usdoj.gov

4th Principal Factor

.97 mathpost.asu.edu

.18 math.la.asu.edu

.17 www.asu.edu

.04 www.act.org

.03 www.eas.asu.edu

.02 archives.math.utk.edu

.02 www.geom.uiuc.edu

.02 www.fulton.asu.edu

.02 www.amstat.org

.02 www.maa.org

6th Principal Factor

15-826 Copyright: C. Faloutsos (2024)
hub scores 
for 1st topic
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Three-Dimensional View of the Web

Observe that this 
tensor is very sparse!

15-826 Copyright: C. Faloutsos (2024)Kolda, Bader, Kenny, ICDM05
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic

15-826 Copyright: C. Faloutsos (2024)
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic

15-826 Copyright: C. Faloutsos (2024)
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TOPHITS Terms & Authorities 
on Sample Data

.23 JAVA .86 java.sun.com

.18 SUN .38 developers.sun.com

.17 PLATFORM .16 docs.sun.com

.16 SOLARIS .14 see.sun.com

.16 DEVELOPER .14 www.sun.com

.15 EDITION .09 www.samag.com

.15 DOWNLOAD .07 developer.sun.com

.14 INFO .06 sunsolve.sun.com

.12 SOFTWARE .05 access1.sun.com

.12 NO-READABLE-TEXT .05 iforce.sun.com

1st Principal Factor

.20 NO-READABLE-TEXT .99 www.lehigh.edu

.16 FACULTY .06 www2.lehigh.edu

.16 SEARCH .03 www.lehighalumni.com

.16 NEWS

.16 LIBRARIES

.16 COMPUTING

.12 LEHIGH

2nd Principal Factor

.15 NO-READABLE-TEXT .97 www.ibm.com

.15 IBM .18 www.alphaworks.ibm.com

.12 SERVICES .07 www-128.ibm.com

.12 WEBSPHERE .05 www.developer.ibm.com

.12 WEB .02 www.redbooks.ibm.com

.11 DEVELOPERWORKS .01 www.research.ibm.com

.11 LINUX

.11 RESOURCES

.11 TECHNOLOGIES

.10 DOWNLOADS

3rd Principal Factor

.26 INFORMATION .87 www.pueblo.gsa.gov

.24 FEDERAL .24 www.irs.gov

.23 CITIZEN .23 www.whitehouse.gov

.22 OTHER .19 travel.state.gov

.19 CENTER .18 www.gsa.gov

.19 LANGUAGES .09 www.consumer.gov

.15 U.S .09 www.kids.gov

.15 PUBLICATIONS .07 www.ssa.gov

.14 CONSUMER .05 www.forms.gov

.13 FREE .04 www.govbenefits.gov

4th Principal Factor

.26 PRESIDENT .87 www.whitehouse.gov

.25 NO-READABLE-TEXT .18 www.irs.gov

.25 BUSH .16 travel.state.gov

.25 WELCOME .10 www.gsa.gov

.17 WHITE .08 www.ssa.gov

.16 U.S .05 www.govbenefits.gov

.15 HOUSE .04 www.census.gov

.13 BUDGET .04 www.usdoj.gov

.13 PRESIDENTS .04 www.kids.gov

.11 OFFICE .02 www.forms.gov

6th Principal Factor

.75 OPTIMIZATION .35 www.palisade.com

.58 SOFTWARE .35 www.solver.com

.08 DECISION .33 plato.la.asu.edu

.07 NEOS .29 www.mat.univie.ac.at

.06 TREE .28 www.ilog.com

.05 GUIDE .26 www.dashoptimization.com

.05 SEARCH .26 www.grabitech.com

.05 ENGINE .25 www-fp.mcs.anl.gov

.05 CONTROL .22 www.spyderopts.com

.05 ILOG .17 www.mosek.com

12th Principal Factor

.46 ADOBE .99 www.adobe.com

.45 READER

.45 ACROBAT

.30 FREE

.30 NO-READABLE-TEXT

.29 HERE

.29 COPY

.05 DOWNLOAD

13th Principal Factor

.50 WEATHER .81 www.weather.gov

.24 OFFICE .41 www.spc.noaa.gov

.23 CENTER .30 lwf.ncdc.noaa.gov

.19 NO-READABLE-TEXT .15 www.cpc.ncep.noaa.gov

.17 ORGANIZATION .14 www.nhc.noaa.gov

.15 NWS .09 www.prh.noaa.gov

.15 SEVERE .07 aviationweather.gov

.15 FIRE .06 www.nohrsc.nws.gov

.15 POLICY .06 www.srh.noaa.gov

.14 CLIMATE

16th Principal Factor

.22 TAX .73 www.irs.gov

.17 TAXES .43 travel.state.gov

.15 CHILD .22 www.ssa.gov

.15 RETIREMENT .08 www.govbenefits.gov

.14 BENEFITS .06 www.usdoj.gov

.14 STATE .03 www.census.gov

.14 INCOME .03 www.usmint.gov

.13 SERVICE .02 www.nws.noaa.gov

.13 REVENUE .02 www.gsa.gov

.12 CREDIT .01 www.annualcreditreport.com

19th Principal Factor

TOPHITS uses 3D analysis to find 
the dominant groupings of web 
pages and terms.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topicfro

m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic

Tensor PARAFAC

wk = # unique links using term k

15-826 Copyright: C. Faloutsos (2024)



Outline
• Motivation - Definitions
• Tensor tools
• Case studies

– P1: web graph mining (‘TOPHITS’)
– P2: phone-call patterns
– P3: N.E.L.L. (never ending language learner)
– P4: network traffic
– P5: FaceBook activity
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P2: Anomaly detection in 
time-evolving graphs

• Anomalous communities in phone call data:
– European country, 4M clients, data over 2 weeks

~200 calls to EACH receiver on EACH day!

1 caller 5 receivers 4 days of activity
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• Anomalous communities in phone call data:
– European country, 4M clients, data over 2 weeks

~200 calls to EACH receiver on EACH day!
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GigaTensor: Scaling Tensor Analysis 
Up By 100 Times – 
Algorithms and Discoveries

U 
Kang

Christos
Faloutsos

KDD 2012

Evangelos
Papalexakis

Abhay
Harpale
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P3: N.E.L.L. analysis

• NELL: Never Ending Language Learner
– Q1: dominant concepts / topics?
– Q2: synonyms for a given new phrase?

66

“Barrack Obama is the 
president of  U.S.” 

“Eric Clapton plays
guitar” 

(26M)

(48M)
NELL (Never Ending 
Language Learner)
Nonzeros =144M

(26M)
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A1: Concept Discovery
• Concept Discovery in Knowledge Base
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A1: Concept Discovery
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A2: Synonym Discovery
• Synonym Discovery in Knowledge Base

a1a2 aR…

(Given) subject
(Discovered) synonym 1

(Discovered) synonym 2
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A2: Synonym Discovery
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ParCube: Sparse Parallelizable 
Tensor Decompositions

Evangelos E. Papalexakis, Christos Faloutsos, Nikos Sidiropoulos, 
ECML/PKDD 2012
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P4: LBNL Network Data

• Modes: src IP, dst IP, port #
• Q: what could it be?
• A:
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LBNL Network Tra�c This dataset consists of (source, destination, port #)
triplets, where each value of the corresponding tensor is the number of packets
sent. The snapshot of the dataset we used, formed a 65170 � 65170 � 65327
tensor of 27269 non-zeros. We ran Algorithm 3 using s = 5 and r = 10 and we
were able to identify what appears to be a port-scanning attack: The component
shown in Fig. 9 contains only one source address (addr. 29571), contacting one
destination address (addr. 30483) using a wide range of near-consecutive ports
(while sending the same amount of packets to each port), a behaviour which
should certainly raise a flag to the network administrator, indicating a possible
port-scanning attack.
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Fig. 9. Anomaly on the Lbnl data: We have one source address (addr. 29571), con-
tacting one destination address (addr. 30483) using a wide range of near-consecutive
ports, possibly indicating a port scanning attack.

Facebook Wall posts This dataset 5 first appeared in [25]; the specific part
of the dataset we used consists of triplets of the form (Wall owner, Poster,
day), where the Poster created a post on the Wall owner’s Wall on the specified
timestamp. By choosing daily granularity, we formed a 63891 � 63890 � 1847
tensor, comprised of 737778 non-zero entries; subsequently, we ran Algorithm 3
using s = 100 and r = 10. In Figure 10 we present our most surprising findings:
On the left subfigure, we demonstrate what appears to be the Wall owner’s
birthday, since many posters posted on a single day on this person’s Wall; this
event may well be characterized as an ”anomaly”. On the right subfigure, we
demonstrate what ”normal” Facebook activity looks like.

NELL This dataset consists of triplets of the form (noun-phrase, noun-phrase,
context). which form a tensor with assorted modes of size 14545�14545�28818
and 76879419 non-zeros, and as values the number of occurrences of each triplet.
The context phrase may be just a verb or a whole sentence. After computing the
Parafac decomposition of the tensor using ParCube with s = 500, and r = 10
repetitions, we computed the noun-phrase similarity matrix AAT + BBT and

5 Download Facebook at http://socialnetworks.mpi-sws.org/data-wosn2009.
html

1 src 1 dst
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P5: FACEBOOK Wall posts

• Modes: wall-owner, poster, timestamp
• Discovery: What could it be?
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Fig. 10. Results for Facebook using s = 100, r = 10, F = 15. Subfigure (a): Facebook
”anomaly”: One Wall, many posters and only one day. This possibly indicates the
birthday of the Wall owner. Subfigure(b): Facebook ”normal” activity: Many users
post on many users’ Walls, having a continuous daily activity

out of that, we were able to discover potential synonyms to noun-phrases, that
we report on Table 2.

Noun-phrase Potential Synonyms
computer development
period day, life
months life
facilities families, people, communities
rooms facilities
legs people
communities facilities, families, students

Table 2. Nell: Potential synonym discovery

5 Related Work

Tensor applications Tensors and tensor decompositions have gained increasing
popularity in the last few years, in the data mining community [14]. The list of
tensor applications in data mining is long, however we single out a few that we
deemed representative: In [13], the authors extend the well known link analysis
algorithm HITS, incorporating textual/topical information. In [7] and [6] the
authors use tensors for social network analysis on the Enron dataset. In [22],
the authors propose a sampling-based Tucker3 decomposition in order to perform
content based network analysis and visualization. The list continues, including
applications such as [10] [16] [3]. Apart from Data Mining, tensors have been
and are still being applied in a multitude of fields such as Chemometrics [9] and
Signal Processing [21].

1 day

1 Wall
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P5: FACEBOOK Wall posts

• Modes: wall-owner, poster, timestamp
• Discovery: What could it be? A: Birthday
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out of that, we were able to discover potential synonyms to noun-phrases, that
we report on Table 2.

Noun-phrase Potential Synonyms
computer development
period day, life
months life
facilities families, people, communities
rooms facilities
legs people
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Table 2. Nell: Potential synonym discovery

5 Related Work

Tensor applications Tensors and tensor decompositions have gained increasing
popularity in the last few years, in the data mining community [14]. The list of
tensor applications in data mining is long, however we single out a few that we
deemed representative: In [13], the authors extend the well known link analysis
algorithm HITS, incorporating textual/topical information. In [7] and [6] the
authors use tensors for social network analysis on the Enron dataset. In [22],
the authors propose a sampling-based Tucker3 decomposition in order to perform
content based network analysis and visualization. The list continues, including
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and are still being applied in a multitude of fields such as Chemometrics [9] and
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Conclusions

• Q: who-calls-whom-when – patterns?
– Triplets ( source-ip, dest-ip, port#)
– KB (subject, verb, object)

• A: Tensor analysis (PARAFAC)
– http://www.tensortoolbox.org/

I x J x K

+…+~

a1 aR

b1

c1

bR

cR

http://www.tensortoolbox.org/
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Software

• Tensorly: 
http://tensorly.org/stable/index.html

• Tensor toolbox (in matlab) 
https://www.tensortoolbox.org/
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