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Abstract

One of the major challenges in the use of opaque, complex
AI models is the need or desire to provide an explanation to
the end-user (and other stakeholders) as to how the system ar-
rived at the answer it did. While there is significant research
in the development of explainability techniques for AI, the
question remains as to who needs an explanation, what an ex-
planation consists of, and how to communicate this to a lay
user who lacks direct expertise in the area. In this position
paper, an interdisciplinary team of researchers argue that the
example of clinical communications offers lessons to those
interested in improving the transparency and interpretability
of AI systems. We identify five lessons from clinical commu-
nications: (1) offering explanations for AI systems and disclo-
sure of their use recognizes the dignity of those using and im-
pacted by it; (2) AI explanations can be productively targeted
rather than totally comprehensive; (3) AI explanations can
be enforced through codified rules but also norms, guided by
core values; (4) what constitutes a “good” AI explanation will
require repeated updating due to changes in technology and
social expectations; (5) AI explanations will have impacts be-
yond defining any one AI system, shaping and being shaped
by broader perceptions of AI. We review the history, debates
and consequences surrounding the institutionalization of one
type of clinical communication, informed consent, in order
to illustrate the challenges and opportunities that may await
attempts to offer explanations of opaque AI models. We high-
light takeaways and implications for computer scientists and
policymakers in the context of growing concerns and moves
toward AI governance.

Introduction
As AI models become more commonly used, and most of
them are inscrutable even to their developers, explainabil-
ity has become an increasingly important consideration. Re-
cent policy proposals for regulating AI, including the EU
Artificial Intelligence (EU AI) Act (European Parliament
2024), the White House Blueprint for an AI Bill of Rights
(U. S. White House 2022), the White House Executive Or-
der on the Safe, Secure, and Trustworthy Development and
Use of Artificial Intelligence (Executive Order 14110 2023),
and the NIST Risk Management Framework for Generative
AI (National Institute of Standards and Technology 2024)
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lay out provisions for notice and explanation for automated
systems. But it remains unclear and contested what consti-
tutes an adequate explanation for an AI system, particularly
across different use cases.

There is disagreement on what explanations for AI sys-
tems should look like, what they are for, how they work, and
what effect, positive or negative, they have on how humans
make decisions (Ribera and Lapedriza Garcı́a 2019; Gilpin
et al. 2018) using such systems. In practice, there are many
papers and tools focused on explainability (and the wider
notion of transparency), but they are used primarily by de-
velopers for debugging their models (Bhatt et al. 2020; Kaur
et al. 2020). Under the label human-centered explainable AI,
there is also a substantial body of research on which kind of
explanations might be suitable for specific end-user tasks
and human-in-the-loop oversight designs, e.g., (Ehsan and
Riedl 2020; Vera Liao and Varshney 2021; Dedikov 2023;
Rong et al. 2022; Ehsan et al. 2021; Luria 2023; Panigutti
et al. 2023; Jia et al. 2023; Stumpf, Bussone, and O’sullivan
2016), though empirical evidence of effectiveness is mixed
(Rong et al. 2022) and deployments of end-user explanations
are still relatively rare. Guidance for how to design effective
explanations is limited – developers have a large tool box
(Molnar 2022) and high-level suggestions (Yildirim et al.
2023), but it is often unclear how to approach explanations.

Stepping back from the concrete, practical challenges of
setting guidelines and standards for explainability, we find it
helpful to find an analogue for the task of communicating
complex, technical information to non-experts. Our inter-
disciplinary research team found the norms associated with
clinical communications to be especially illuminating of the
benefits and challenges of this task. This position paper
comes from a multi-year research collaboration between ex-
perts in the fields of computer science, sociology, engineer-
ing, and medicine. Though we did not initially share a com-
mon vocabulary, we found certain examples to be critical
for establishing a shared understanding of concrete policy
solutions and insights, which then paved the way for empir-
ical research on explainability and policy. These examples
served as boundary objects for our research team, crossing
the boundaries of our respective fields (Star and Griesemer
1989; Carlile 2002, 2004). Clinical communications gen-
erally, and informed consent specifically, helped us unlock
how we could operationalize transparency and explainabil-



Figure 1: Explanations could be offered at different points in the process and to fulfill different needs

ity. Conventions for clinical communications are well estab-
lished but have been much debated over time, making them
a rich source for previewing debates to come over explain-
ability for AI systems.

In clinical settings, there is an asymmetry of knowledge
between physicians and patients, just as there is between
the builders of an AI system and users. Physicians can of-
fer some explanation of how they came to a diagnosis or
treatment selection, but a detailed explanation may be too
technical or confusing for patients. While physicians may
consciously know the components leading to a diagnosis,
they may sometimes be faced with gaps and need to rely on
their intuition. Physicians’ explanations of how they arrived
at a treatment plan or course of action thus may have an ele-
ment of justification, that is, a post-hoc narrative that aligns
the decision with a valid reasoning sequence. In practice,
physicians may need to give different degrees of detail when
explaining a diagnosis to colleagues in healthcare compared
with patients. And different explanations might be required
for patients depending on their intended aim, with physi-
cians demonstrating concern about overwhelming patients
(and their families) with too much information but wanting
to provide enough information for patients to ask questions
and engage in their care. Physicians are often trying to per-
suade a patient of a recommended treatment, based on med-
ical knowledge and best practices. They present the patient
with the potential benefits but also the risks of a given course
of action.

In this position paper, we describe how the informed con-
sent process from clinical communications can be used to
anticipate the challenges and benefits of providing explana-
tions for opaque AI systems. We trace parallels not to sug-
gest that the informed consent process is an exemplar to be
exactly replicated, but to offer recommendations for com-
puter scientists and policymakers as to how these may in-
fluence their work going forward. Our goal in this position
paper is to inform current debates in policy and computer
science about whether and how to require explanations for

AI systems.
In what follows, we outline a brief history of informed

consent and how it works in clinical settings, continuing on
into lessons that we can learn from them. We argue that an
exploration of the history of informed consent and the de-
bates it has engendered can help surface concerns, and allow
us to make recommendations and predictions about regula-
tory and governance strategies for AI.

Explainability in AI
Machine learning (ML) is a field of artificial intelligence
(AI) that inductively learns functions (called models, and in
policy discussions often just algorithms) from data to make
predictions.1 “Machine learned” models can have a simple
human-interpretable structure such as if-then-else decision
trees and linear models. However, in practice, models with
complex inner structures (e.g., trillions of parameters in a
neural network, such as in the case of ChatGPT v4) are of-
ten used that are inscrutable (impossible to fully understand)
even to their developers. Machine-learned models can be
effective if they provide mostly useful predictions, even if
we do not know how they work or what they have learned.
But opacity can also lead to problems if the model has
learned irrelevant and misleading rules and shortcuts (e.g.,
distinguishing between a wolf and a husky based on an im-
age’s background (Joshi, Agarwal, and Lakkaraju 2021) or
learned unjust discriminatory rules (e.g., reproducing gender
bias in the training data (Latif, Zhai, and Liu 2023; Larraza-
bal et al. 2020).

There are many kinds of information we might want to
know about a model, such as: How does the model work
generally (e.g., what features is it sensitive to)? How did the
model arrive at a specific prediction (e.g., diagnosing cancer
from a medical image)? What factors were most important

1In this paper, we use the more general term “AI,” following
policy discourse. Our discussions of explainability primarily focus
on machine learning enabled software systems.



Table 1: Summary of key lessons from clinical communications for computer scientists and policymakers

Lessons from informed consent Advice to computer scientists Advice to policymakers
Lesson 1. Clinical communications
are provided to advance patient auton-
omy.

AI explanations to end users may have
intrinsic value.

Specify a purpose for AI explanations.

Lesson 2. Information provided to pa-
tients is purposefully targeted in a way
that ultimately benefits patients.

Instead of one comprehensive explana-
tion, consider offering multiple targeted
explanations for different users.

The degree of detail required in AI ex-
planation may vary based on risk.

Lesson 3. Clinical communications
are governed by both rules and norms.

Discuss and develop professional norms
around AI explainability.

Any rules raise the possibility of bare-
minimum compliance. Ask for evidence.

Lesson 4. “Good” clinical communi-
cations change over time.

Consider values and principles first
in constructing AI explanations, and
quickly changing explainability tech-
niques second.

Solicit opportunities for public feedback.
Plan for regular updates of rules for AI
explanations.

Lesson 5. Clinical communications
can have broader effects on the pub-
lic’s trust in doctors and medicine.

Offer explanations for AI routinely, not
just when something goes wrong.

Be open and transparent with the public
about how policymakers evaluate AI, in-
cluding AI explanations.

in arriving at the prediction? What data was used for that
prediction? How was the model trained and what data was
used to train the model? These questions are usually easy
to answer for human-interpretable models like shallow de-
cision trees and sparse linear models. For complex, opaque
models, however, answers can only be approximated. Many
model explainability techniques and tools are available for
such approximations (Molnar 2022), explaining the model
as a whole, individual predictions, or the data involved.

There are debates about when and whether opaque AI
models can or should be used. In computer science, the dom-
inant view is that opaque models are more expressive and
generally better (Bell et al. 2022) though see the work of
Cynthia Rudin (Rudin 2019) for a critique of this view. So-
cial science and legal scholars have tended to raise concerns
about fairness and trustworthiness of opaque models (Brous-
sard 2023; Benjamin 2019; Selbst and Barocas 2018; O’Neil
2016). Both sides recognize, however, that explainability re-
quires making trade offs between qualities such as complete-
ness, accuracy, and transparency. It is worth noting, how-
ever, that the most attention-grabbing recent developments
in AI, including generative AI and large language models
(e.g., ChatGPT, LLama), lie at the most opaque end of the
spectrum.

Overall, explanations for AI systems – that is, software
systems that use machine-learned models for predictions and
decisions – can have different purposes, as depicted in Fig-
ure 1. Explanations can be used for general understanding
and debugging of models, can be used to foster joint human-
AI decision making, or can be used to justify decisions to
affected parties and to provide information for possibly ap-
pealing the decision (Bhatt et al. 2020; Jacovi et al. 2021;
Selbst and Barocas 2018). The purpose of an explanation
is not always clearly articulated, and one single explanation
may not adequately suffice for all of the above purposes. Our
goal here is not to point to one perspective or another, but

to highlight the strengths, weaknesses, and consequences of
providing different kinds of explanations for AI systems by
drawing on the well-established example of informed con-
sent in the field of medicine.

Informed Consent in Clinical Communications
In the clinic, as opposed to in research settings, informed
consent is a framework for healthcare providers to convey
information about a procedure or treatment to patients.2 As
outlined by the American Medical Association (AMA), to
obtain informed consent for care from patients, physicians
should convey the risks and benefits of treatment to a pa-
tient, who has been determined to be a competent decision-
maker, in middle-school-level language with minimal jar-
gon. As part of the conversation, they should give alterna-
tive treatment options and invite questions from patients.
Patients ultimately have the opportunity to refuse treatment
(American Medical Association Opinion 2023b). In clini-
cal care, as distinct from its use in research, informed con-
sent is typically a conversation that a physician documents in
the patient’s electronic health record. For procedures, how-
ever, such as radiologic or surgical procedures, the informed
consent process is often documented by a multi-page doc-
ument signed by both parties. For patients who are unable
to legally provide consent (due to young age or incapacity),
U.S. guidelines require physicians to obtain the patient’s as-
sent, alongside the informed consent for their care from a le-

2We focus on the use of informed consent for clinical care rather
than in human subjects research, as people cannot obtain clinical
care without engaging in informed consent practices (though they
can generally obtain care while refusing to participate in research).
However, we draw on literature in bioethics and informed consent
across these cases for insights as relevant. In this paper, we use the
term “physician” instead of healthcare providers because the spe-
cific guidelines we discuss apply to medical doctors, though other
healthcare providers (e.g., dentists, nurses) adopt similar practices.



gal guardian. That is, even when patients are not considered
legal agents, they must be consulted and involved in their
own care through a targeted conversation about their treat-
ment. Informed consent opens a channel between physicians
and patients and sets a baseline level of information about
treatment options. The goal of informed consent is to pro-
vide individual patients with information about a care plan,
directly involving them in decision-making about their treat-
ment. It is a process that has become ubiquitous, aiming to
ensure patient understanding as well as acceptance.

The idea that physicians have obligations around disclo-
sure to patients has been a longstanding ethical ideal in
medicine. Clinical and medical ethics dating to Hippocrates
have included the mandate for physician-caregivers to be
truthful to patients (Beauchamp 2011). Historically, physi-
cians were expected to pursue the best interests of a patient,
with norms varying as to how much information physicians
disclosed to patients about their treatment. The requirement
for physicians to tell patients the truth and obtain their in-
formed consent for treatment is now traced to the principle
of patient autonomy in clinical ethics (Varkey 2021). U.S.
court cases established the primacy of patient autonomy in
the early 20th century, beginning with Mohr v. Williams in
1905 (Bazzano, Durant, and Brantley 2021). A 1957 U.S.
Supreme Court case established “informed consent” as we
know it today, adding the requirement that patients under-
stand the information conveyed to them. Further legal de-
cisions established (1) what was necessary to demonstrate
patient understanding and (2) compliance with institutional
and medical norms (Beauchamp 2011). The 1979 Belmont
Report, commissioned by the U.S. National Research Act to
establish ethical principles around the intersection of clin-
ical care and medical research, has also been influential in
shaping informed consent procedures. The Belmont Report
linked three ethical principles, respect for persons, benefi-
cence, and justice, to regulatory requirements such as doc-
umentation of informed consent, risk-benefit calculations,
and recruiting research subjects without discriminating (Bel-
mont Report 1979). Today, informed consent is a legal re-
quirement as well as a norm.

In contrast to informed consent for human subject re-
search participation, informed consent in clinical settings is
not governed by federal oversight, but at the organizational
and professional levels. Hospitals and clinics have gener-
ated standardized language about interventions and proce-
dures, offering templates for communicating the risks of a
treatment, especially for experimental drugs or procedures.
This means that documentation for informed consent is set
by institutional committees and can vary across healthcare
settings for the same procedures.

Thus, informed consent provides a culturally negotiated
script for navigating the imbalance of information and power
between physicians and patients. Informed consent forms
are standardized, but the process (and art) of obtaining
informed consent is taught by physicians to their medi-
cal trainees through an informal process of apprenticeship.
These norms—of how to build rapport with patients, of
how to go beyond what’s on the page of an informed con-
sent document—allow some flexibility to adapt to different

patient-provider relationships and diagnosis and treatment
conditions. As medicine has aspired to “shared decision-
making” between patients and physicians, it has become
more important to ensure that clinical communication is ef-
fective.3

Clinical communications like informed consent are not a
perfect match for explanations for AI systems (hereafter re-
ferred to as “AI explanations”). Importantly, informed con-
sent is rooted in a relationship between a physician and pa-
tient and is a better fit for individual AI explanations than
global AI explanations. Other forms of clinical communi-
cation, especially around medical devices and pharmaceuti-
cal drugs, also offer insights about how experts have grap-
pled with conveying complex, technical information, and we
draw on examples of these as well. In contrast to clinical in-
formed consent, U.S. law and guidelines by organizations
such as the Food and Drug Administration (FDA) and De-
partment of Health and Human Services specify rules for
the labeling, package inserts, and marketing of medical de-
vices and drugs. For the highest risk products, regulators
review these communications before clearing them for the
U.S. market.

The analogy between AI explanations and clinical com-
munications in general and informed consent in particular
offers some guidance about what to explain, why, when, and
how, as well as an overview of potential pitfalls and ongoing
debates. Though informed consent is imperfect and has gar-
nered warranted criticism, the long-running debates within
medicine and social science about informed consent offer
lessons for those interested in constructing better explana-
tions for AI systems. In the next section, we identify key
insights from the example of informed consent in the setting
of clinical communications that can be applied to thinking
about what constitutes a good explanation for inscrutable AI
systems.

Learning from Clinical Communications
In the following we discuss several lessons from compar-
ing the discourse and history of informed consent in clinical
communication with discussions of techniques and policies
in explainable AI (see Table 1 for summary). The lessons
are derived from extensive discussions among our interdisci-
plinary team, which includes clinical practitioners and med-
ical sociologists who educate medical trainees and techni-
cal experts consulting on medical device regulation, but also
computer scientists familiar with AI explainability. It is ad-
ditionally informed by analysis of laws, guidelines from or-
ganizations like the AMA, and the history of informed con-
sent in clinical settings. Through iterative discussions, in-
cluding a workshop setting, we identified many parallels be-
tween explanations between physicians and their patients

3Between medicine, bioethics, and the social sciences, there
is a robust literature on informed consent and how to improve it,
which can be consulted for guidance and expectation setting by
the AI/ML community, e.g., (Schenker et al. 2011; Glaser et al.
2020; Institute of Medicine, Board on Population Health and Pub-
lic Health Practice, Roundtable on Health Literacy 2015; Varkey
2021; Grant 2021).



and those expected of AI systems. At the same time, we
found places where the discourse diverges. Based on our
analysis, we developed the following framework, composed
of lessons and recommendations, that were derived from
and refined through the iterative discussions. Furthermore,
each lesson includes advice directed to two broad categories
of potential stakeholders, computer scientists (encompass-
ing developers and others) and policymakers (encompassing
legislators, regulatory-standard setters as well as policy en-
forcers). While these lessons cannot address all the consid-
erations requiring attention in the development of AI tech-
nology and policy, they serve as conceptual perspectives on
the debate on the explainability of AI systems.

Lesson 1. Clinical communications are provided in
recognition of patient autonomy, advancing human
dignity.
Today, obtaining informed consent, as part of clinical com-
munications, requires that physicians make an effort to
meaningfully engage with patients and assess their under-
standing. The modern notion of informed consent stems
from the longstanging obligation that physicians have to tell
patients the truth based on their professional role. Truth-
telling was a way to demonstrate respect for patients as peo-
ple. This obligation preceded the recognition of patient au-
tonomy as a central principle of clinical ethics by physicians
in the U.S. over the course of the twentieth century. Prior
to the mid-twentieth century, physicians did not always give
patients a choice, or convey the risks of a course of treat-
ment. Patients were not expected to question physicians’ di-
agnoses or proposed treatments. Social movements, includ-
ing the feminist self-help movement, initiated a trend toward
patient empowerment and patients’ rights, prompting physi-
cians to look for ways to share decision-making with pa-
tients and improve clinical communication (Halpern 2004).
This was an important shift in medicine, generally regarded
as positive for both patients and physicians.

Physicians were given authority from the government to
regulate themselves, with physicians providing oversight
over other physicians (Conrad and Schneider 2009). But a
series of court decisions in response to actions brought by
patients against physicians in the U.S. challenged the norm
of physicians’ paternalism, culminating in the institution of
a legal requirement of documented informed consent. The
legal cases formalized changing cultural ideas about the re-
lationship between patients and physicians, including a shift
toward patient-centered care (Halpern 2004). These cases
also established that disclosure of a diagnosis and treatment
risks were necessary to recognize patient autonomy. Thus,
the general ethical principle of patient autonomy became in-
stitutionalized in the form of a legal requirement to obtain
and document the informed consent of patients.

To meet the principle of patient autonomy today, physi-
cians should provide enough information about treatment
(e.g., benefits and risks) for the patient to be able to delib-
erate and take action, including asking questions. Patients
are recognized as having a right to obtain this information.
This serves the larger purpose of not only promoting the au-
tonomy of individual persons but also “promoting autonomy

as a general social value” (JF Childress and MD Childress
2020) (p.421), requiring healthcare professionals to account
for and justify their thought process. This can promote ra-
tional and mutually agreed upon decisions, given that mul-
tiple courses of action might be reasonable for a given pa-
tient. For instance, in the case of radiation therapy for lung
cancer, clinicians need to manage the efficacy of treatment
(delivering sufficient radiation dose to the targeted tumor)
versus damage to other organs, like the heart and esophagus.
Patients, especially depending on their age, will have dif-
ferent preferences about balancing these tradeoffs, and the
informed consent process can help physicians and patients
come to a specific course of action for them. At its root, in-
formed consent establishes a baseline of information to in-
clude about an expert decision, and makes visible that there
is a decision to be made. Principles of autonomy (or respect
for persons, in the parlance of the Belmont Report) hold that
people have a right to know information about their health
and care.

It is worth noting that the ethical principle of patient au-
tonomy undergirding this discussion does not always trans-
late into more choices for patients. If a patient wants to ob-
tain treatment, she is subject to the advice and ministrations
of a physician, or a second opinion by another physician.
This is likely to be the case with many AI systems, too;
users’ actions may be functionally constrained to using the
AI system on the terms it is presented or not using the AI
system at all. Even if users’ actions are constrained, it is
a recognition of their autonomy to give them information
to deliberate. It is considered a lack of respect for an au-
tonomous person to, in the words of the Belmont Report,
“withhold information necessary to make a considered judg-
ment, when there are no compelling reasons to do so” (Bel-
mont Report 1979).

Ethics codes and manuals also note that physicians must
balance autonomy against the other ethical principles (such
as beneficence, non-maleficence, and justice) which may cut
in different directions. And while these ethical principles are
well-established, ethicists and physicians argue that they are
not exhaustive, and suggest the elevation of other moral aims
and goals, e.g., (Fiester 2007).

Advice to computer scientists: Improving explainability
is often framed as an instrumental way to enable oversight or
improve human-AI interaction, specifically with the goal of
getting humans to invest the appropriate amount of trust in
a model’s prediction. There has been relatively little discus-
sion of how explainable AI and transparent models might
have an intrinsic value (but see (Colaner 2022; Selbst and
Barocas 2018)). Early proposals for AI regulation do not
all prescribe principles or norms behind why explanations
should be offered: Among the key propositions of the White
House AI Bill of Rights is the idea that users should be no-
tified when an AI system is in use and that they should be
given the chance to consent to it (U. S. White House 2022),
whereas the EU GDPR refers to explanations in the con-
text of enabling end users to contest automated decisions
(Bayamlıoğlu 2022; Selbst and Barocas 2018). Including
recognition of human autonomy and dignity as one poten-



tial purpose for AI explanations is worthwhile. We can learn
from clinical communications that the act of explanation it-
self recognizes people as deliberative, autonomous agents,
central to their dignity as human beings. In the case of
medicine, this was a hard-won insight that required decades
of patient activism and a shift in the norms and culture of
clinical expertise (Halpern 2004). Rather than waiting for
pushback, AI developers could offer AI explanations to end
users in recognition of their dignity and autonomy.

Furthermore, a requirement for providing an explanation
for an AI system could potentially affect how developers ap-
proach designing and building systems. Given two pathways
that may seem comparable on other qualities, a developer
might make a choice that is more easily explainable if they
know they will have to account for it, especially if they know
the purpose of accounting is to recognize the dignity and au-
tonomy of end users.

Advice to policymakers: Since the time of Plato, it has
been argued that in a free society, citizens do not just re-
quire an answer but the ability to ask questions and to be
respected as part of a decision-making process that directly
affects them (Tasioulas 2023). Requiring an explanation on
this basis alone has merit. But it is also worth foregrounding
a purpose for the explanation, alongside the requirement that
one be offered. The intended purpose of an explanation will
provide additional guidance to AI developers, especially in
the absence of a well-established professional norm or cul-
ture establishing what should be done. The right to an expla-
nation in the EU GDPR, while vague in its requirements, is
one good example of framing an explanation around the pur-
pose of enabling users to contest automated decisions made
about them. Specifying a purpose for explanations beyond
technocratic goals such as debugging/auditing, effective col-
laboration, or oversight, may spur more creative and ulti-
mately useful explanations.

Lesson 2. Information provided to patients in
clinical communications is targeted rather than
exhaustive, to patients’ ultimate benefit.
In AI, the partiality of explanations is widely recognized as
a problem (Molnar 2022). The insight from clinical commu-
nications is that explanations, to some degree, need to be tai-
lored, and that this can be a positive thing for those receiving
the explanation. Multiple explanations might be necessary
for different stakeholders.

The information provided during a clinical informed con-
sent encounter is not necessarily exhaustive. Physicians are
not neutrally presenting a series of options, but making a
case for a given course of treatment, while acknowledging
the risks of that treatment. In healthcare, patients need to
know enough about a diagnosis or treatment recommenda-
tion to ask more questions–of their own physician or in a
second opinion. Usually patients do not simply refuse out-
right, but discuss and negotiate with their physician over al-
ternate courses of treatment. The right to question a diag-
nosis does not mean that a patient necessarily overrides the
opinion of the physician themselves but they can opt to seek
a second opinion from another provider (American Medical

Association Opinion 2023a).
There are trade-offs between completeness and compre-

hensibility. In some cases, the precise mechanism of why or
how a medication works for a specific condition in a partic-
ular patient may not be fully known; medicine has simply
adopted a standard set of conventions, including random-
ized control trials, for measuring and showing evidence of
efficacy at the population level, which is then evaluated by
a regulatory body such as the U.S. FDA. For individual pa-
tients, it may not be possible to accurately convey to pa-
tients the ontological uncertainty about how medical diag-
noses such cancer will exactly unfold in their specific case.
Moreover, providing extensive descriptions to patients may
be more than they can process. In fact, the AMA Code of
Ethics (American Medical Association Opinion 2024) calls
on physicians to evaluate what information patients can ab-
sorb: “Assess the amount of information the patient is capa-
ble of receiving at a given time, and tailor disclosure to meet
the patient’s needs and expectations in keeping with the indi-
vidual’s preference.” The AMA’s injunction that physicians
“tailor disclosure” reflects the conclusion that total trans-
parency would be overwhelming to patients.

The AMA Code of Ethics holds that

The obligation to communicate truthfully about the
patient’s medical condition does not mean that the
physician must communicate information to the pa-
tient immediately or all at once. Information may
be conveyed over time in keeping with the patient’s
preferences and ability to comprehend the informa-
tion. Physicians should always communicate sensi-
tively and respectfully with patients.

This statement provides expectations for what physicians
should do. But this may be received by patients in differ-
ent ways. Patients might not understand jargon and may de-
fer to physicians rather than become involved in their own
care. They might ignore the information because it is too
much and too difficult to absorb. Or they might ask pointed
questions about the illness, or ask about the use of spe-
cific medications, echoing direct-to-consumer pharmaceuti-
cal marketing. Informed consent is intended to meet patients
where they are, involving translation from technical to lay
language, while providing guidance and reassurances. The
flexibility of informed consent allows for physicians to adapt
to the circumstances – of different patients, conditions, and
organizational settings. They can provide more or less detail
based on patients’ stated or revealed preferences.

Patients are most closely attuned to the explanations of
physicians when they get an unexpected or undesired result.
When a routine mammogram finds evidence consistent with
a potential breast mass, patients may ask about the false pos-
itive rate and the limits of what a mammogram can show.
If the mammogram does not find anything, patients may
not ask any questions. Similarly, end-users of an AI system
might pay more attention to explanations when facing nega-
tive outcomes. For example, when someone is rejected from
a job posting without proceeding to an interview by an AI
screening system, they might want to know more about how
the model is operating than if they advance and do get the



job. While people may pay more attention when they receive
unwanted results, providing AI explanations routinely builds
familiarity and knowledge that builds over time, so they are
not starting from scratch with a negative interaction.

With AI, as in clinical settings, there are also concerns
with providing too much information. Researchers have
found that detailed AI model explanations overwhelm end-
users with information overload and distract them from
understanding how the system really works (Poursabzi-
Sangdeh et al. 2021; Springer and Whittaker 2019). For ex-
ample, (Ehsan et al. 2021) demonstrated that individuals,
both with and without technical expertise in AI, often have
inflated confidence and trust in numerical data, believing
them to signify intelligence even when they cannot under-
stand their meaning. When provided with lengthy descrip-
tions, end users might also simply ignore them.

Advice to computer scientists: The impossibility or in-
advisability of providing too much information is not a rea-
son to provide none. Targeted explanations can be benefi-
cial to end users and humans-in-the-loop. Failing to include
an explanation of an opaque model can lead humans using
the system (like judges) to form incorrect mental models of
how the prediction works—assuming, for instance, that the
system takes into account the severity of the crime, when
in fact it does not (Rudin 2019). However, if the humans-
in-the-loop knew something about the rules of the model, it
eliminates at least some clearly incorrect assumptions. More
detailed explanations may be necessary for other kinds of
stakeholders. Figure 1 illustrates the different potential au-
diences to whom AI explanations might be productively tar-
geted, highlighting the different purposes they may seek in
an explanation.

In healthcare settings, the degree of information required
as part of a clinical communication varies depending on
the risk of harm to the patient. Higher-risk applications, es-
pecially medical devices and treatments, are accompanied
by more information, which is scrutinized by an external
regulator like the U.S. FDA. The same might be expected
for AI. Developers working on tools where the impact on
user well-being is higher (e.g., the decision can affect their
lives in ways significantly more important than a simple
movie recommendation) should expect greater and increas-
ing scrutiny. This is evident in the EU AI Act, where the
rules for “high-risk” AI resemble those of regulated medical
devices as opposed to those of standard software tools.

Advice to policymakers: Policymakers should under-
stand and accept that explanations are necessarily partial
and should evaluate explanations within the context of their
stated purpose, rather than to a standard of absolute compre-
hensiveness. At the same time, the amount of detail required
in an explanation may need to scale with the level of the risk
of the AI system.

Lesson 3. Clinical communications are governed by
both norms and rules.
Everyone on our research team has filled out a multi-page
consent form at the dentist without reading it and having
only a cursory conversation: “We will be taking X-rays of

your teeth today.” This may adhere to the letter of the law
on informed consent, but not to its spirit. People may go
through the motions of documenting compliance with rules
for explanations, but do so superficially and without an in-
terest in ensuring that the explanations are comprehensi-
ble or fit to inform patients of the risks and benefits and
treatments—it simply meets the text of the requirement. As
this example illustrates, the codification of informed consent
into written forms has come with pitfalls.

In practice, informed consent forms for clinical proce-
dures may be written with legal language that seek primar-
ily to absolve providers of legal responsibility in the event
of complications or side effects. Studies in the social sci-
ences show how this kind of institutionalization around in-
formed consent forms preempts a more robust reckoning
around ethics, conflicts of interest, or a discussion of what
a given individual is likely to experience (Blee and Currier
2011). Instead of serving primarily to document the process
of a physician communicating with a patient in a nuanced
way about a procedure, informed consent forms can be co-
opted by sponsors and organizations into becoming a waiver
of legal liability by patients (Grant 2021; Hoeyer and Hogle
2014).

There is a tension between purposes, such as shared
decision-making, building trust, and documenting compli-
ance with administrative mandates, which has led to sug-
gestions for the use of multiple different tools and forms
(Hall, Prochazka, and Fink 2012). Under the weight of these
competing aims, written consent forms can be lengthy and
difficult to understand, including rare contingencies; or, in
contravention of the idea that they facilitate conversations
and recommendations for specific patients, they can be too
general and not tailored enough to the specifics of a given
patient (Albala, Doyle, and Appelbaum 2010; Jefford and
Moore 2008; Hall, Prochazka, and Fink 2012). A common
objection to compliance documentation is that documenting
informed consent creates more paperwork while changing
little about practice.

However, in addition to becoming formalized in consent
forms, governed by rules of specific clinics, informed con-
sent is a process governed by norms. The consent form has
been produced as evidence of compliance with the require-
ment of informed consent. However, the broader conver-
sation between the patient and physician can, and by con-
vention, should, be broader. The ethical principle of “re-
spect for persons” has become a professional norm, which
guides physicians as to what to tell specific patients. That
is, even as physicians believe there is a range of com-
munications that could be had with a given patient about
a given diagnosis, they agree on why patients should re-
ceive information. Physicians are assessed (by themselves,
their peers, and patients) on whether they respect patients.
A norm is a shared cultural expectation and orientation
about how people should behave, and can be particularly
powerful when linked to a professional role and to profes-
sional socialization. In training, physicians coach or correct
trainees, providing individualized, case-by-case feedback on
how trainees might more effectively communicate with pa-
tients. They evaluate each other on how well they adhere



to this norm and what efforts they make to improve (Bosk
2003). Physicians may face reputational costs if they are
perceived as insufficiently respecting patients, above and be-
yond any formal sanctions brought by healthcare institutions
against physicians for failing to adequately obtain or docu-
ment informed consent. The norm that information should
be communicated to patients allows for flexibility for physi-
cians even as it establishes a clear professional obligation.
Thus, even if the informed consent form is too long, too le-
galistic, and too difficult to understand, the physician has an
obligation to have a conversation that conveys information
in a way that the patient in front of her can absorb.

Advice to computer scientists: In addition to rules, com-
puter scientists could explore and develop a set of norms to
guide them in building AI models through ongoing and con-
tinuous education. This would help diminish the pressure on
rules and guide them in uncertain or new scenarios.

As with informed consent, rules can accompany and for-
malize some aspects of norms. The example of informed
consent is a cautionary tale in this regard. Unscrupulous
physicians, or those with little power to push back on admin-
istrative directives, may focus only on the written consent
form, complying with the rule and not the norm. Setting ex-
plicit rules for explanations risks turning an instrument for
meaningful engagement into a compliance exercise and li-
ability shield, where explanations satisfy the regulation but
are not effective for their intended purpose. The idea that
rules can become pro forma compliance exercises is cer-
tainly not new to software developers and mirrors concerns
about software licenses and privacy policies. For example,
there is some evidence that informing users about privacy
implications of using a product may influence user behav-
ior, with some users willing to pay more for services if ac-
companied by greater privacy protections (Tsai et al. 2011).
Privacy policies, which outline the kinds of online data about
a person and their website use that a company might collect,
are now required in many contexts and intended to enable
deliberate decision making. However, there is evidence that
privacy policies in their current form are not effective: Typ-
ically, end users scroll through without reading them before
clicking “I agree” to get on with using the product (Stein-
feld 2016). Evidence suggests that users often do not read
them and do not understand the information if they do try
(K-Pl et al. 2007; Reidenberg et al. 2015). Privacy policies
satisfy legal requirements and have crossed the conscious-
ness of users, but seem mostly ineffective for their intended
purpose.

Explanations for AI models could also end up as a formal-
ity. Developers can meet explainability requirements with
inscrutable or even misleading explanations, which can be
counterproductive for end-users or even actively manipulate
them (Ehsan et al. 2021; Stumpf, Bussone, and O’sullivan
2016; Springer, Hollis, and Whittaker 2018). Current policy
drafts or guidances for explainability and transparency in AI
rarely include rules specific enough that developers could
demonstrate compliance in a way that allows them, regula-
tors, or third parties to determine whether explanations are
not just present but also effective for their intended purpose

(if a purpose is given at all in the first place). In a study in
which policy for explanations and AI models were designed
in tandem, researchers found that it is easy to find loopholes
and bypass policy requirements by providing poor explana-
tion examples that met the letter but violated the spirit of
the policy (Nahar et al. 2024). But these risks do not negate
the potential benefit of mandating communication. In clin-
ical communications, the act of acknowledging a choice to
be made and the risks of a treatment has benefits in and of
itself (as per Lesson 1). Though some actors may violate the
spirit of the rules and norms, others may make meaningful
attempts at compliance, and it may be possible, with some
creativity and iterative adjustments, to make the requirement
more than a pro forma one.

The tradeoff between norms and rules is a common ten-
sion in regulation, and we do not purport to have solved
this problem. There is an important difference between the
clinical and AI cases, however. Policies for physicians grant
them considerable deference as professionals, leaning on an
existing infrastructure of self-regulation. External sanctions
are typically only invoked for high level violations of rules,
like the cutting off of federal funds for care or research to
non-compliant institutions. There are no equivalent mech-
anisms for normative or self-regulation of computer scien-
tists. Norms for computer scientists would have to be cre-
ated, debated, and sustained through educational and work
institutions.

Advice to policymakers: Regulation of informed consent
provides both inspiration and can serve as a warning for how
to regulate AI explainability: Lower-level social enforce-
ment mechanisms through norms and continuous education
might be more effective for adoption of good practices than
strict requirements imposed from above. On the other hand,
stricter requirements such as external audits of products and
processes as well as user studies of whether explanations
are effective for their stated purpose can set higher expecta-
tions. It may be worthwhile to have external bodies ask for
evidence, similar to the model of the U.S. FDA in auditing
or inspecting medical device and drug manufacturers, and to
show evidence specifically that users comprehend explana-
tions, a requirement that informed consent rules have largely
informal mechanisms to enforce.

Lesson 4. What constitutes a “good” consent
procedure and a “good” explanation will change
over time.
Though informed consent is rooted in longer-lasting ethi-
cal principles, in practice and in documentation, it has un-
dergone many changes over the last hundred years. Clin-
ical informed consent is a policy solution consistent with
a principles-based form of regulation, in which regulated
parties are asked by regulators to show adherence to gen-
eral principles rather than adhere to prescriptive, specific
rules (Black 2010). In the case of healthcare, the principles
have remained somewhat consistent over time (e.g., respect
for persons, beneficence, non-maleficence, and distributive
justice) even as how these principles are weighed relative
to one another and instantiated into healthcare policy has



changed over time. But some trial and error was neces-
sary before norms and conventions coalesced. And societal
norms around acceptable or desirable physician-patient rela-
tionships changed, leading to shifting understandings of how
physicians and patients should interact over time.

After agreeing on the idea of informed consent in the
1950s and 1960s, physicians and ethicists continued to de-
bate what counted as “informed.” Initially, courts focused
on whether or not physicians disclosed information to pa-
tients and on what constituted professional standard prac-
tice for disclosure rather than on patients’ understanding
of information. Critics charged that informed consent took
the onus off of physicians to explain and guide patients,
and left the burden of parsing information on informed con-
sent forms too much on patients. By the 1980s, in response,
and after pushback by patients, shared decision-making be-
tween physicians and patients emerged as the new goal, with
more emphasis placed on conversations between the two
(Katz 2002; Presidential Commission for the Study of Eth-
ical Problems in Medicine and Biomedical and Behavioral
Research 1982). Even within shared decision-making, there
are debates about approaches that are more and less indi-
vidualistic (Entwistle and Watt 2016; JF Childress and MD
Childress 2020).

There has also been evolution in how informed consent
is documented. Starting in the 1990s, physicians generally
agreed that consent forms should 1) contain enough infor-
mation for a patient to make a deliberative decision, 2) be
written in plain language, and 3) be short (Schenker et al.
2011). However, the content of what should go into a form
has continued to be debated, with some coming to the con-
clusion that it is impossible to meet all three of these crite-
ria (Grant 2021). Recently, physicians and researchers have
complemented the written consent form with other interac-
tive means of communication, from short videos to visuals,
finding that those with test or feedback components to be an
improvement (Glaser et al. 2020; Grady et al. 2017). These
innovations help re-engage patients who have come to ig-
nore paper forms.

Advice for computer scientists: Developers should pre-
pare to update their AI systems to consider new explanations
as technologies and expectations evolve. In a typical “design
for change” matter, explanations can be isolated as a sepa-
rate concern that may be updated without changing the rest
of the system. As developers incorporate new AI technology,
they should also keep up with recent developments in ex-
plainability research and practices. Developers would ben-
efit from concrete guidance to set expectations and specific
forms of evidence on how they could demonstrate achieving
the policy goals. Regular updates and audits might also be
indicated, as explainability norms still change frequently.

While techniques may change, the core values of what an
explanation is for will remain. Developers should focus on
the overall mission and goal of providing an explanation and
accept that though the tools and best practices to achieve that
will change rapidly, the core values remain.

Advice to policymakers: AI is quickly changing, but reg-
ulation need not anticipate every twist and turn in the tech-

nology. The challenge is that because AI is relatively new
and unfamiliar to the general public, norms and expecta-
tions around it are still emergent and unsettled, making it
even more important that rules for AI have a plan for re-
vision. The framers of rules for clinical communication in
biomedical research did not get it perfectly right the first
time they wrote rules, and they remained in operation for
forty years (Stark 2023). Building in a more regular revi-
sion schedule gives more opportunities for dynamic tuning
of rules to emergent conditions, and puts less pressure on the
first draft. For instance, the National Institute of Standards
and Technology (NIST), directed by the U.S. Congress in
2021 to develop voluntary frameworks and best practices
to guide the progress and use of trustworthy AI systems,
released its first set of guidelines for development in Jan-
uary 2023, through its “AI Risk Management Framework
1.0.” NIST’s embrace of policy versioning recognizes the
ongoing, unpredictable development that marks the future
of AI, and allows for greater agility in reviewing standards
and policy (Nelson 2024). To meet evolving social norms
about disclosure and the obligations that companies have
to their customers, guidelines around explanations for AI
will need to be updated, ideally at set intervals and ideally
by a third party standard-setting or government organization
(Stark 2023; Nelson 2024).

While the specific details of what is required is bound to
change over time, the reason for the explanation remains the
same: to allow a human to make an informed decision about
the risks they face as a result of some action. Hence, regula-
tion may be best tuned to require disclosure of such risks and
potential mitigation strategies as opposed to specific details
of a particular model or task. Existing governance structures
may not adequately be prepared for the challenges posed by
AI systems, and policymakers should be ready to try new
strategies for AI governance (Nelson 2024).

Lesson 5. Negative experiences with clinical
communications can have a broader effect on how
patients think about medicine and medical
technologies.
One critique of clinical communication, and the informed
consent process, is that it is focused only on patients and
their physicians (Varkey 2021). But there is a broader social
effect for even these seemingly dyadic communications (En-
twistle and Watt 2016). Explanations to patients also build
trust by generalizing the goodwill and authority invested in
some external authority to a given person. Informed con-
sent can, but does not necessarily, build a patient’s trust in
the competence of their individual care provider. If the in-
formed consent discussion is a substantive exchange, then it
can build rapport between a patient and a physician. And if
it goes exceptionally badly, patients may begin questioning
the competence of their physician. Patients are not using the
informed consent conversation as the primary way to eval-
uate their physicians; they leave it to hospitals and clinics
to hire competent physicians. But that informed consent is
performed in a standardized, regular way in a healthcare fa-
cility is a mark of its quality and modernity (Varkey 2021).



It is a set of conventions that makes legible the expectations
of conduct for physicians and patients.

In the best case scenario, informed consent establishes
what might go wrong ahead of time, giving the patient in-
formation about expected and common side effects or ad-
verse events. This helps patients see or understand the po-
tential outcomes of specific treatment decisions, but also ac-
knowledges the inherent uncertainty of treatments. If some-
thing does go wrong, physicians are obliged to disclose er-
rors to individuals after they occur (Fiester 2007). Giving an
account, or narrating what has happened to an affected in-
dividual, is a basic form of accountability (Neyland 2019).
Because disclosure of information about diagnosis and treat-
ment is routinized and happens in every case, not simply
done in the aftermath of harm or error, it helps build patients’
trust overall in the system—that even if a specific course of
treatment fails, the system of medicine can recognize that
failure, a necessary first step to remedy.

There are not currently routine practices around AI expla-
nations or disclosures. Because public norms and expecta-
tions for AI are still emerging and unsettled (Nelson et al.
2020), people may not have a sense that AI systems are fal-
lible, can make errors, or be used improperly. Every expla-
nation for every AI system, therefore, works toward build-
ing users’ knowledge about AI over time. Creating a norm
around routinely providing explanations for AI systems can
have an effect on how people perceive AI more broadly.

The public remembers when something goes wrong, such
as when there is a privacy scandal, or when companies are
revealed to have violated laws or norms. Regulation is of-
ten reactive to these high-profile controversies (though pol-
icy is also patiently and incrementally built by other, slower
means) (Junginger 2013; Maor 2014). While norms in clini-
cal communications such as informed consent build in con-
siderable flexibility at the level of dyads and individuals,
they have had a much broader social effect, helping to un-
dergird people’s trust – in their physicians, in a specific treat-
ment, in medicine, and in science.

Advice to computer scientists: In the absence of conven-
tions for explanations, especially for low risk and low stakes
AI systems that are not subject to regulatory scrutiny cur-
rently, explanations may only be offered when things go
wrong, like the demonstration of an error or bias in the AI
system’s predictions. If disclosure and explanations are only
forthcoming after an AI system has seemingly failed, it di-
minishes users’ trust in the specific AI at hand, but also, po-
tentially, in AI in general. It is worth providing AI explana-
tions more routinely.

Hence, AI explanations may cumulatively, in conjunction
with many repeated exposures to different kinds of AI, shape
how people think about AI. The takeaway is not that ex-
planations should be provided to generalize trust in all AI.
Rather, failing to provide explanations, providing explana-
tions only after something bad happens, or providing mali-
ciously bad explanations could undermine public trust in AI.
More concretely, providing technical AI explanations that
have no meaning to users is equivalent to a physician speak-
ing only in jargon. Meaningful AI explanations can help es-

tablish that the system is or is not fit for a given task, a good
outcome for AI. This can build trust in a specific system or
in all the systems of a specific company. Big tech companies
may offer explanations about their products in order to de-
velop ongoing relationships with consumers. But the entire
AI field could lose more credibility by providing bad expla-
nations for AI (e.g., incomprehensible, lacking grounding)
than by not providing any.

Advice to policymakers: Explanations should be required
for both positive and negative outcomes to establish norms
in this nascent space. Establishing a set of rules and expec-
tations for AI can help. But foregrounding and accounting
for how those rules are made will also be important. Regu-
latory agencies are also critical to building and maintaining
public trust in complex technologies. Policymakers should
try to produce accessible communications/reports geared to
the large public where they explain how the technology is
regulated, and what the steps used are to ensure compliance.
Trust in regulators will also be important.

Conclusions

While AI systems pose some new societal and regula-
tory challenges, the challenge of explaining complex, even
unknowable, processes has some precedent–in healthcare,
among other areas. In this position paper, we highlight how
the example of clinical communications anticipates debates
about transparency requirements for AI systems, as well as
illustrating potential consequences of different courses of
actions. Rather than holding up clinical communications,
and the more specific example of informed consent, as mod-
els to be emulated, we analyze them as useful tools to think
with at a time when regulations for explainability are just
beginning to emerge. While informed consent is a settled
precedent, codified into rules and enshrined in the profes-
sional norms of physicians, debates remain about the best
way to convey information to patients and how to assess
what ultimately constitutes “informed” consent on the part
of patients. This suggests that the task of figuring out “good”
explanations for AI systems will likewise be an evolving so-
cial and technical process.

We identify five key insights that computer scientists and
regulators can take from the example of clinical communi-
cations that: 1) offering explanations for AI systems and dis-
closure of their use recognizes the dignity of those using and
impacted by it; 2) AI explanations can be productively tar-
geted rather than singular and comprehensive; 3) AI expla-
nations can be enforced through rules but also norms, guided
by underlying core values; 4) what constitutes a “good” AI
explanation will likely not be fixed on the first try but will
required repeated adjustment; and 5) AI explanations will
shape broader perceptions of the value, utility, and harms
of AI. Drawing on our interdisciplinary expertise, we direct
regulators and computer scientists to the literature in the so-
cial sciences, bioethics, and medicine on clinical communi-
cations for further potential insights for AI explainability.
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