HMMs
States: E, E,, ... Ey

Initial state probabilities: mt(i) The parameters of the HMM
Transition probabilities: a; A=(a;, &(0), )
Alphabet, 2 are “learned” from known

Emission probabilities: e, examples (“labeled data”).

An HMM is a generative model: we say

“the model emitted sequence O =0, 0, O; ... O; via
state pathQ=9,9,95 ... 9
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0.25 0.2
0.7
n-=0.5 1:=0.5
N\ A os
0.3 0.25

ec(H) 0.3 ey(H) 09 eg(H) 0.2

el) 0.7 ey(l) 0.1 ef(ll) 0.8

An HMM generates labeled sequences:

LLLHLHLLHLLLHHHLLHHHHLHHHLLHLLHLL. . .
cccccccececccc MvyymymyMyMMMMMMMME EEEEEEE . .

LLLHLHHHHHHHLLHLLLLLHLHHHLLHLLHLL. ..
CCCCCMMMMMMMEEEEEEEEMMMMMCCCCCCCC. . .

LHLLLHLLHLHLHHHHHHLHLHLLHHLLHHHHHLHLLLLHLL. . .
EEEEEEEEEEMMMMMMMMCCCCCCCCCCMMMMMMMEEEEEEE . . .

LLLHLHLLHLHHHLLHHHHLHHHLLHLLHLLLLLLLLL. ..
ccccccccMvymymmvMvMMMMMMMMMMMMMMMME EEEEEEEE . . .
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What is the probability that this model emitted LHHHL via path CMMME?
What is P(0, Q|A), where O = LHHHL and Q = CMMME?

T
P(O; QM) = Mg, " €q, (01) 1_[ aCIi—1CIieCIi(Oi)
(=2
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Given unlabeled data, and an HMM
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Given unlabeled data, and an HMM
What is P(O|HMM), the probability of a given sequence?
What is the state path?
What state emitted the symbol O,

LLLHLHLLHLLTLHHHLTIHHHHLHHHLLHELLHLL. ..
M



Recognition problems

What is the probability of a given sequence?
Example: given HHLHH, is it a TM sequence or not?

Given a sequence of symbols, what is the “true” sequence of
states?

Example: given HHHLLHL..., where is the TM region?
What state emitted the symbol O,?

Example: is the isoleucine at position 32 localized to the
membrane?



Recognition problems

 What is the probability of a given sequence, O?
Forward algorithm

* Given a sequence O, what is the “true” sequence of states?
Viterbi decoding: Viterbi algorithm
Posterior decoding: Forward and Backward algorithms

* What state emitted the symbol O,?

Posterior decoding: Forward and Backward algorithms



P(0%,Q"|2)

Each point (b,d) in the plane corresponds to
one sequence, 09 and one state path, Q°

The probability of emitting some
sequence via some state path is 1:

szdp(ad, Q%|12) =1

P(0%Q"[2)

This plane corresponds to all ways

to emit sequence, O?. Each point b
on the horizontal axis corresponds

to one state path, Q°




Recognition problems

 What is the probability of a given sequence, O?
Forward algorithm

* Given a sequence O, what is the “true” sequence of states?
Viterbi decoding: Viterbi algorithm
Posterior decoding: Forward and Backward algorithms

* What state emitted the symbol O,?

Posterior decoding: Forward and Backward algorithms



p(0%,Q"[4)

HMM Dynamic Programming
algorithms for recognition problems

The Forward algorithm calculates the
probability of emiiting O* by summing
over all possible paths

P(0%) = Z P(0%Q"|2)
]




Recognition problems

 What is the probability of a given sequence, O?
Forward algorithm

* Given a sequence O, what is the “true” sequence of states?
Viterbi decoding: Viterbi algorithm
Posterior decoding: Forward and Backward algorithms

* What state emitted the symbol O,?

Posterior decoding: Forward and Backward algorithms



p(0%,Q"[4)

HMM Dynamic Programming
algorithms for recognition problems

The Viterbi algorithm finds the path
that maximizes

/P(O“,le)

The Forward algorithm calculates the
probability of emiiting O* by summing
over all possible paths

P(0%) = Z P(0%Q"|2)
]




Recognition problems

 What is the probability of a given sequence, O?
Forward algorithm

* Given a sequence O, what is the “true” sequence of states?
Viterbi decoding: Viterbi algorithm
Posterior decoding: Forward and Backward algorithms

* What state emitted the symbol O,?

Posterior decoding: Forward and Backward algorithms



What state emitted the symbol O,?

P(O, qt = Ella)

— Q=q192 -9t = E; ...qr
— Q=q192 -9t # E; ...qT

Sum over all paths that pass through E; at t
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