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Preliminary [2]

• Convex  Functions:-



Convex Fn properties
• f is concave if –f is convex

• If f(x) is twice differentiable and f’’(x) >=  0 then f(x) 

is convex

• -ln(x) is convex on the interval (0,inf )
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Contd
• Jensen’s  inequality 



Contd

• Note that since –ln(x) is convex we have



Three coin Example [1]



Estimation Problems



Key Intuition



Key Intuition

This is 
EM, we 
will 
discuss 
later



Derivation [2]

• Log likelihood:-

• We wish to find θ iterative such that 

Where θn is previous iterations θ value.

• The difference can be written as



Derivation
• Note that 



Derivation
• So far



Intuition
• In EM we optimize 



Derivation
• Formally we have



Algorithm
• E-step Find the conditional expectation, 

• Maximize wrt θ



Convergence 
• Intuition 

o At each iteration the objective is non-decreasing

o The log-likelihood is bounded above

• It should converge but at a local minima 



Three Coin Estimation 
Problems
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Example 2 GMM [3]

• Gaussian Distribution 

• Mixture of Gaussian can model arbitrary distributions 



GMM
• An example of two mixtures:-



GMM



GMM
• Log-likelihood











Example 3 HMM





EM summary
• Nice method to get to local optimum  solution

• Guaranteed to converge,  never decrease 

likelihood.

• Some problem may require time consuming 

inference.



• [1] http://www.cs.ucsb.edu/~ambuj/Courses/bioinformatics/EM.pdf

• [2] http://www.seanborman.com/publications/EM_algorithm.pdf

• [3] Class lecture notes


