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* Announcements:

* PA4 released 6/15, due 7/13 (tomorrow) at 11:59 PM
* PAS released 7/13 (tomorrow), due 7/20 at 11:59 PM

* Quiz 7: Unsupervised Learning & Naive Bayes on 7/18

Front Matter

- Recommended Readings:

* Mitchell, draft chapter on Naive Bayes & logistic regression

* Murphy, Chapter 3.5
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http://www.cs.cmu.edu/~tom/mlbook/NBayesLogReg.pdf
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Ehe New 1Jork Times

@the ONIONQ America's Finest News Source.

HOME LATEST NEWS OPINION LOCAL POLITICS ENTERTAINMENT SPORTS VIDEO

We may earn a commission from links on this page.

Facebook Employees Sigh As Mark

www.nytimes.com/2023/07/06

tech'nomth e ey Zuckerberg Tries For 10th Time To

twitter.html?searchResultPosition=1 — Break Board With Fist
: WWW.breitbart.Com teCh 2023 Published September 28, 2022 -
07/06/sanely-run-mark-zuckerbergs-

twitter-clone-censors-donald-trump-jr-

on-day-one/

technology/elon-musk-mark-
zuckerberg-cage-
match.html?searchResultPosition=2
https://www.theonion.com/facebook-

employees-sigh-as-mark-zuckerberg-
tries-for-10-1849518797
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https://www.nytimes.com/2023/07/06/technology/threads-downloads-twitter.html?searchResultPosition=1
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Text Data
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X1 X2 X3 X4 X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom”) (“dad”) (Dr. Seuss)

Bag-of-Words
Model
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X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

Bag-of-Words
Model

The Cat in the Hat
(by Dr. Seuss)

Henry Chai-7/12/23 Source: https://en.wikipedia.org/wiki/The Cat in the Hat#/media/File:The Cat in the Hat.png



https://en.wikipedia.org/wiki/The_Cat_in_the_Hat

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0

Bag-of-Words

Model

Go, Dog. Go!
(by P. D. Eastman)

by P.D.Eastman

Henry Chai-7/12/23 Source: https://en.wikipedia.org/wiki/Go, Dog. Go!#/media/File:Go Dog Go.jpg



https://en.wikipedia.org/wiki/Go,_Dog._Go!

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

Bag-of-Words wDrSewss (&

Model S5 One fish

One Fish, Two Fish, & two fish

Red Fish, Blue Fish M
(by Dr. Seuss) Todtish
7 2 blue fish

Henry Chai-7/12/23 Source: https://en.wikipedia.org/wiki/One Fish, Two Fish, Red Fish, Blue Fish#/media/File:One Fish Two Fish Red Fish Blue Fish (cover art).jpg



https://en.wikipedia.org/wiki/One_Fish,_Two_Fish,_Red_Fish,_Blue_Fish

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 0 0

Bag-of-Words
Model

Are You My Mother?
(by P. D. Eastman)

by P D.Eastman

Henry Chai-7/12/23 Source: https://en.wikipedia.org/wiki/Are_You My Mother%3F#/media/File:Areyoumymother.gif



https://en.wikipedia.org/wiki/Are_You_My_Mother%3F

Recall:
Building a

Probabilistic
Classifier
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* Define a decision rule

- Given a test data point x’, predict its label ¥ using
the posterior distribution P(Y = y|X = x')

- Common choice: y = argmaxP(Y = y|X = x')
y

- Model the posterior distribution

* Option 1 - Model P(Y|X) directly as some function
of X (Logistic Regression)

* Option 2 - Use Bayes’ rule (today!):

P(X|Y) P(Y)

PO «< P(X|Y) P(Y)

&’\/“_—\J

P(Y|X) =




* Define a decision rule

- Given a test data point x’, predict its label ¥ using
the posterior distribution P(Y = y|X = x')

. - Common choice: y = argmaxP(Y = y|X = x')
How hard is y

modelling - Model the posterior distribution

? * Option 1 - Model P(Y|X) directly as some function
of X (Logistic Regression)

* Option 2 - Use Bayes’ rule (today!):

P(X|Y) P(Y)

P(Y|X) = P00

«< P(X|Y) P(Y)
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X1 X2 X3 X4 X5 Xe 0
(”hat”) (ucat”) (udogn) (uﬁsh”) umom”) (udad”) P(le = 1)
0 0 0 0 0 0,

0
0
0
0

How hard is

modelling
?

1 0 0 0 0
1 1 0 0 0
1 0 1 0 0
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A When survey is active, respond at pollev.com/301601polls

Lecture 20 Polls

0done

> 0 underwav
Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app




& When poll is active, respond at pollev.com/301601polls

]T

Given 6 binary features X — [wl, ..., Lg|" and a binary

label Yy, how many parameters are needed to fully specify
the distribution P(x|Y = y)?

2° = 64

2 —1=163
2(2) = 128
2(2° — 1) =126

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app



X1 X2 X3 Xa X5 X6 -
0 0 0 0 0 91

0
0
0
0

How hard is
modelling
?

1 0 0 0 0
1 1 0 0 0
1 0 1 0 0
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- Assume features are conditionally independent given
the label:

- D
?(7(\\0 ??(X\(\Xz(\m?%ﬂ/): ;II P(X, JY)

* Pros:

NENVEREEIES

Assumption
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& When poll is active, respond at pollev.com/301601polls

Given 6 binary features X — [wl, e wG]T and a binary

label Yy, how many parameters are needed to fully specify

the distribution P(x|Y = y) with the naive Bayes
7[00 é\,O\'\/"’ YV‘@C(\

assumption? P (X;= 1\ )

et 85 S z0] ¥ RN

%7(_7(‘;'.;\ \"¥<t

6

6 —-—1=05
Y 2(6) = 12

2(6 — 1) = 10

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app




General
Recipe

for
Machine
Learning

Henry Chai-7/12/23

* Define a model and model parameters

* Write down an objective function

* Optimize the objective w.r.t. the model parameters




* Define a model and model parameters
o of

T Mqu +l7~ }\[am %,723 4SS UM

Co(\c\V‘f(pc\q\ n
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arcMOJCES‘ txamdo\ﬁ
* Write down an objective function

— Moomiz Ik chl@JLwJ

—

* Optimize the objective w.r.t. the model parameters

0 Qko%k’gm : ‘PAL J?WLO“ iﬂﬂ\/c(vﬁs
.

So\vﬁ
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Setting the

Parameters
via MLE




* Binary label
* Y ~ Bernoulli(m)

- T = NY=1/N
- N = # of data points
Setting the * Ny—1 = # of data points with label 1

Pa rameters ¢ Binary features

via MILE XglY =y ~ Bernoulh(@d’y)

A Ny=y, x ;=1
° —_— r4d

* Ny—, = # of data points with label y

* Ny—y, x,=1 = # of data points with label y and
feature X; =1
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* Binary label
* Y ~ Bernoulli(m)

- = NY=1/N
- N = # of data points

Bernoulli - Ny—1 = # of data points with label 1

Naive * Binary features
XglY =y ~ Bernoulli(@d’y)

A Ny=y, x ;=1
° —_— r4d

* Ny—, = # of data points with label y

Bayes

* Ny—y, x,=1 = # of data points with label y and
feature X; =1
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Multinomial
Nailve
Bayes
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* Binary label

Y ~ Bernoulli(rr)
- = NY=1/N
- N = # of data points
* Ny—4 = # of data points with label 1

* Discrete features (X, can take on one of K possible values)

XglY =y ~ Categorical(@d,l’y, e 9d,1<—1,y)

A _ Ny=y, x =k
"Oaky = /Ny,

* Ny—, = # of data points with label y

* Ny—y, x =k = # of data points with label y and
feature X; = k




* Binary label
- Y ~ Bernoulli(m)

- T = NY=1/N
- N = # of data points
CEISEDR - Ny—q = # of data points with label 1

Naive - Real-valued features

Bayes “XqlY =y ~ Gaussian(,ud,y, Gc%,y)

* Ny—, = # of data points with label y
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* Fisher (1936) used 150 measurements of flowers from 3
different species: Iris setosa (0), Iris virginica (1), Iris

versicolor (2) collected by Anderson (1936)

Visualizing

Gaussian m Sepal Length | Sepal Width
4.3 3.0

Naive

Bayes 4.9 3.6
5.3 3.7
4.9 2.4
5.7 2.8
6.3 3.3
6.7 3.0
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Visualizing
Gaussian
Naive

Bayes
(2 classes)
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Figure courtesy of William Cohen



Visualizing
Gaussian
Naive

Bayes
(2 classes)
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Figure courtesy of William Cohen



Visualizing
Gaussian

Naive
Bayes
(2 classes,
equal
variances)
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Classification with Naive Bayes

Figure courtesy of Matt Gormley



Visualizing
Gaussian

NENWVE
Bayes

(2 classes,
learned
variances)
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Classification with Naive Bayes

Figure courtesy of Matt Gormley



Multiclass
Bernoulli
Naive
Bayes
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* Discrete label (Y can take on one of M possible values)

Y ~ Categorical(my, ..., mp)
=~ — NY:m o
"M = /N
- N = # of data points
* Ny—, = # of data points with label m

* Binary features

. Xdly = m ~ Bernoulli(Hd,m)

_ NY:m,Xd=1/
NY=m

* Ny—,, = # of data points with label m

* Ny=m, x,=1 = # of data points with label m and
feature Xg =1



* Given a test data pomt x =[x, .

Bernoulli
Naive
Bayes:
Making
Predictions

€ PO 25 ye 6 )
S‘AA/w\“&Q




What if some
Béorblibel

Naiiveever
Bppesirs in our
ivkiking data?
Predictions
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* Given a test data point x' = [x7, ..., X




* Given a test data point x’ = [xq, ---»xb]T

P(Y=1|x") x P(Y =1)P(x'|Y = 1)

D
~ ~x! ~  \1—x|
What if some = ”H 031(1=0641)
d=1
Word-Label p
/ A AX 2)
pair never P(Y = 0]x) e (1 - ﬂ)l 1646(1 = 8a0)
appears in our o -
o« . A ~X A~ —X
training data? tife | [634(1-040)"" >
d=1

1-x,

D
~ ~x! ~ 1—x!
a-a| [0351 - 8a0)" ™
d=1

L0 otherwise
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What if some
Word-Label
pair never
appears in our
training data?
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X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom”) (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 1 0

The Cat in the Hat gets a Dog (by ?7?7)

* If some éd,y = (0 and that word appears in our test data

x',then P(Y = y|x’) = 0 even if all the other features
in x' point to the label being y!

* The model has been overfit to the training data...

- We can address this with a prior over the parameters!




* Binary label
- Y ~ Bernoulli(m)

- f =Nt/
- N = # of data points
* Ny—4 = # of data points with label 1

Setting the °B'”a)r(y ‘lciat“res Bernoulli(6,, ) and 6, ~ Beta(a, )
. =y ~ Bernoulli and 0, ,, ~ Beta(aq,
Parameters ‘ " -

via MAP HOay = Ny—y+(@-D+(8-1)
* Ny—, = # of data points with label y

=

* Ny—y x,=1 = # of data points with label y and
feature X; =1

- a and f are “pseudocounts” of imagined data
points that help avoid zero-probability predictions.

Henry Chai - 7/12/23 * Common choice:a = f = 2




What can we
do when this is
a bad/incorrect
assumption,

e.g., when our
features are
words in a
sentence?
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* Define a model and model parameters

- Make the Naive Bayes assumption

- Assume independent, identically distributed (iid) data
- Parameters:mt = P(Y = 1),04, = P(Xg = 1Y = y)

* Write down an objective function

- Maximize the log-likelihood

* Optimize the objective w.r.t. the model parameters

* Solve in closed form: take partial derivatives, set to O
and solve




* Text data

- Bag-of-words feature representation

* Naive Bayes

Key Ta keaways * Conditional independence assumption

* Pros and cons
- Different Naive Bayes models based on type of features

* MLE vs. MAP for Bernoulli Naive Bayes

Henry Chai-7/12/23




+ 1000 Usenet articles from 20 different newsgroups:

comp.graphics
comp.os.ms-windows.misc
comp.sys.ibm.pc.hardware
comp.sys.mac.hardware

rec.autos
rec.motorcycles
rec.sport.baseball

NENVEREEIES

Case StUdy: comp.windows.x rec.sport.hockey
Categorizing talk.politics.misc

News Artides misc.forsale talk.politics.guns

: talk.politics.mideast
(Mitchell, p—

Chapter 6) <ci electronics talk.religion.misc
alt.atheism

soc.religion.christian

sci.med
sci.space

* Multinomial Naive Bayes classifier using bag-of-word
features (word frequencies) achieves 89% test accuracy!
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