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* Announcements

* PAS released 7/13, due 7/20 (tomorrow) at 11:59 PM
Front Matter * PA6 released 7/20 (tomorrow), due 7/27 at 11:59 PM

- Recommended Readings

* Murphy, Chapters 17.1-17.5
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Recall:
Hidden Markov
Models
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* Two types of variables: observations (observed) and states

(hidden or latent)

* Set of states usually pre-specified via domain

expertise/prior knowledge: {s4, ..., Sy}
* Emission model:
* Current observation is conditionally independent of
all other variables given the current state: P(X;|Y;)

* Transition model (Markov assumption):

* Current state is conditionally independent of all

earlier states given the previous state:
P(YelYe—yq, ., Yo) = P(YeYe-1)



- How can we learn the conditional probabilities used by a

hidden Markov model?

- What inference questions can we answer with a hidden

Markov model?

Hidden Markov
Models: / 1. Computing the distribution of a single state (or a

Outline sequence of states) given a sequence of observations

2. Finding the most-probable sequence of states given a

( sequence of observations

3. Computing the probability of a sequence of

observations
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1. Marginal Computation: P(Yt = s; |x(")) (or P(Y|x(")))

// —
(P(le(n)) _ P(x(n)W)P(a: Z=1P(x§n)‘Yt)P(Yt|Yt_1) \

P (x() P(x™)
< \J

2. Decoding: Y = argmax P(Y|x("))
Y _ ,

3 Inference

Questions for
HMMs

3. Evaluation: P(x(™) /

P(x™) = > PGP/
— Y e {allPosémble sequences} —
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* Inputs: query P(x(”)), emission matrix 4, transition matrix B

* Initializep = 0 D€ YLG’\TCA /

* For Y € {all possible sequences} —> |\

The Brute - N
- Compute the joint probability
Force r N
Algorithm P(x™,y) = P(x®Y)PY) = | [P (x[¥e) PCUelYe-n)
t=1

p+=P(x",Y)

* Returnp = P(x(”))
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[ A When survey is active, respond at pollev.com/301601polls

Lecture 23 Polls

0 done

£ 0 underwav
Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app




[ & When poll is active, respond at pollev.com/301601polls [

Given (' possible observations and V] possible states plus
special START/END states, how many possible sequences of

length 7' (not counting the START and END states) are
there?

TC
TM
TM
MT

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app



Inference with
HMMs:

PoS Tagging
Example
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Inference with

HMMs: A

PoS Tagging
Example

OO

Label Correct Tags
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Inference with
HMMs:

PoS Tagging
Example
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b

o~

2 O

Label Correct Tags
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3 Inference

Questions for
HMMs
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1. Marginal Computation: P(Yt = s; |x(")) (or P(Y|x(")))

P(Y; = sj,x™)

Pl = 5 ™) = =5 Gomy

2. Decoding: Y = argmax P(Y|x("))
Y

3. Evaluation: P(x("))

M
P(x™) = Y P(V, = 5,2

( m=1 )
—
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Recursive

Marginals
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Forward
Algorithm
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at(]) = P(Yt = Sj, (n), ,x(n)) B/\S‘-Q @,3(.
J t 2 WN\| ol RD =

fr{-zﬂ’ﬁt =5m , Y= N e N iy mo
?(Y(V\\\\lt\’g“«/\(t*gsr . )7({' |> )
. QD( e = S5m0 Yem S 0, R )
Forward :i— SO Sy\’(\(t 3, =5, M>

) P<Yt- "SM )7<| ) )X‘tﬁl) |

- i?(x“‘\)% §;>P(Y~t’gl\l/t\ﬁ§'“) 02
e P(Ytl"s X, )t\> !

M
=22 PG"@ )Ytzs)\ P<\f&=53\\ft~\ =Sm\ O({:~\(M>

Mz

Algorithm
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Backward
Algorithm
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Backward M= ®

Algorithm - :Z_} PR 1) % |Nea( = Se) -
PLEN N Tewi =S, Je™5) ?(thgm’ Ye=s)
M N 0 (n _
- Z PG‘{;&Q ) /7(2- \ \\ft+|fgﬁ>j}(x£«2| h{tﬂ S}»\>
M=\ T(Yﬁ—%\ =< ‘\[g :S)

™ )
= 57 Brel PV =50 ) YemS D PO ey =)

M=
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* Inputs: query P(Yt = 5j |x(n)), emission matrix 4, transition matrix B

* Initialize @y (START) = 1 and f741(END) =1 Z>
cFort=1,..T < ™5\ —T/\/\/\/\ — QCTM
The *Form=1,..,M d

Forward- . M
Backward Sae(m) = P (xV1Y; = 5n) ) P(Ye = slYees = )1 (K)
k=1
: , =
Algorlthm “Fort=T,.., 1 \ / _——

*Form=1,.. M

Yiy1 = Sk) P(YT+1 — Skly‘c = Sm)

P )

)

M
Bem) = ) fria (0P (x2;
k=1

P(Yi=s;x™)  B.(Na.()j) M ofd 2SS
P(x(")) B nM1=1 Br(m)as(m) CZ‘?H&

- Return P(Y; = S; |x(n)) =

8

Henry Chai - 7/19/23



| L
[ & When poll is active, respond at pollev.com/301601polls [

Given C possible observations and V] possible states plus
special START/END states, what is the runtime of the

forward-backward algorithm on sequences of length /'?

O(T M)
O(T? M)
(TM?)
(T M?)

O

0,

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app



Most
Probable

State
Sequence
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Decoding: ¥ = argmax P(Y|x(™)
%

we(j) = max P (y, Y, = sj,xgn), ...,xgn)

Y € {all possible sequences of t—1 states}

= the probability of the most probable sequence of t states that
ends in Sj, conditioned on the first t observations

)

20
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Label

Correct

Tags
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w3 (V)
= max{

wy(V)P(Y3 =VI|Y; =V)

P(x"|r; =v),

w2(N)P(Y; = V|Y, = N)

() =)

w2(A)P(Y; =V|Y, = A)

P(xV|r; =v),
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Label

Correct
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w3 (V)
= max{

w,( )P(Yz3 =V, = )

P(x"|r; =v),

w2(N)P(Y; = V|Y, = N)

() =)

w2(A)P(Y; =V|Y, = A)

P(xV|r; =v),
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Label

Correct
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w3 (V)
= max{

wy(V)P(Y3 =VI|Y; =V)

P(x"|r; =v),

w,( )Pz =V, = )

() =)

w2(A)P(Y; =V|Y, = A)

P(xV|r; =v),
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Label

Correct
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w3 (V)
= max{
wy(V)P(Y3 =VI|Y; =V)

P(x"|r; =v),

w2(N)P(Y; = V|Y, = N)

(6Pl )

wo( )P(Yz3 =V, = )

P(xV|r; =v),

Henry Chai - 7/19/23

Label

Correct

Vv
Y,
N
A T T
> 2 EVD

Tags
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Decoding: ¥ = argmax P(Y|x(™)
Y

Most
Probable

) = — o, ) (n)
State we () = Y € {all possible ser(r]ll?é(nces of t—1 states} P (y' 0= 8,217 0 X )
Sequence = the probability of thewynost probable sequencg of t states that

ends in Sj, conditioned on the first t observations

_ _ _ M)y, —
= max e a(m) (Y = 5[Yy = sm)P (21, = 5)
S

L e
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* Inputs: observations x("), emission matrix 4, transition matrix B

* Initialize wy(START) =1
*Fort=1,..,T+1

*Form=1,.. M
The

Ve i > ocm) = max P (x{|Y = sy ) P(Yy = sml¥eoy = 5001 ()

UECHIE ) () = argmax P (x)Y; = 5,,) P(Yy = $mlYroq = 501 (k)
ke{1,.,M}

* Return the most probable assignment given x(M.

*Yr = pr+1(END)
*Fort=T-1,..,1

Y = pr+1(?1+1)
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3 4 Inference

Questions for
HMMs
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1. Marginal Computation: P(Y; = S; |x(")) (or P(Y|x(”)))

T (n)
p(¥]x®) = P(x™|Y)P(v) _Ii=1P (x|v,) Pl ¥ip)

P (x() P(x™)

2. Viterbi Decoding: ¥ = argmax P(Y|x(”))
Y

3. Evaluation: P(x("))

P(x) = P(x™|Y)P(Y)

Y € {all possible sequences}

4. Minimum Bayes Risk (MBR) Decoding:

Y = arg{/nin IEY’~PA’B(‘|x(n))[£(Y’ Y’)]

) 7
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* The learned parameters A and B induce a probability

distribution or belief over sequences of states PA’B(Y|x(”))

* Given a loss function, £(Y,Y"), find the sequence of states

that minimizes our expected loss under our current belief

Minimum Y = argmin E_, (_|x(n))[f(Y, Y]
Bayes Risk '

Decoding = argmin ) Py p(V'[x™) €0V, Y")
Y
YI

~P4 B

Henry Chai - 7/19/23
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Minimum

Bayes Risk
Decoding:
Example
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“If £(Y,Y") is the 0-1 loss
LY,Y)=1—-1(Y =Y")

Y = argmin z PA,B(Yllx(n)) (1 — ﬂ(y = Y’))
Y v

= argmin — z PA,B(Y’|x(n)) 1(Y =Y
Y —

= argmax Py p (Y|x(”))
Y
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Minimum

Bayes Risk
Decoding:
Example
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“If £(Y,Y") is the Hamming loss

T
oYY = z 1—1(Y, = ¥))
t=1

Y, = argmax Psp (Ytlx(n))
Yi

- Computes the most likely state at each time step using

the marginals from the forward-backward algorithm

31



* Because of their well-behaved graphical structure,

inference in HMMs is tractable via dynamic programming

* Forward-backward algorithm for computing marginal

\CAELCEENR

distributions

* Viterbi algorithm for computing most probable

sequence of states
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