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* Anhnouncements

* HW4 released 6/4, due 6/11 (tomorrow) at 11:59 PM
* Schedule for next week:
* Normal lecture on Monday, 6/17

* Recitation (Midterm review) on Tuesday, 6/18

Front Matter

- Juneteenth (university holiday) on Wednesday, 6/19
* No class on Thursday, 6/20
- Midterm on Friday, 6/21

- Recommended Readings

* Mitchell, Chapters 4.1 — 4.6
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http://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf

* Time and place:

* Friday, 6/21 from TBD to TBD in TBD
Midterm * Closed book/notes
I-OngthS - 1-page cheatsheet allowed, both back and front; can

be typeset or handwritten

* No electronic devices allowed, including calculators
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* Lectures: 1 — 14 (through this week’s lectures)

* Foundations: probability, linear algebra, calculus

* Important concepts: inductive bias, overfitting,

. model selection/hyperparameter optimization,
Midterm YPEIP P

regularization

Coverage

* Models: decision trees, kNN, Perceptron, linear

regression, logistic regression, neural networks

* Methods: (stochastic) gradient descent, closed-form

optimization, backpropagation, MLE/MAP
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- Review midterm practice problems, posted to the course

website (under Recitations)

- Attend the exam review recitation on 6/18

Midterm

* Review the homeworks and recitations handouts

Preparation

* Consider whether you understand the “Key Takeaways”

for each lecture / section

* Write your cheat sheet

Henry Chai - 6/10/24


https://www.cs.cmu.edu/~hchai2/courses/10601/

Source:


https://science-art.com/image/?id=2971&m=168&pagename=neural_network_3d

* Linear model for classification

Perceptrons

* Predictions are or

Henry Chai- 6/10/24 8



Combining Perceptrons




+1if (h;(x) = +1and h,(x) = —1) or (h;(x) = —1and h,(x) = +1)
h(x) =

—1 otherwise
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h(x) = OR (AND(hy (%), =y (%)), AND(—hy (%), 1y (%))
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Boolean

Algebra

Henry Chai - 6/10/24

* Boolean variables are either +1 ("true”) or —1 (“false”)

* Basic Boolean operations

* Negation: =z = —1 %z

(+1ifboth z, and z, equal + 1
*And: AND(z{,z,) =+

—1 otherwise

(+1 if either Z, Or Z, equals + 1
* Or: OR(z4,2,) =+

—1 otherwise
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Boolean

Algebra

Henry Chai - 6/10/24

* Boolean variables are either +1 ("true”) or —1 (“false”)

* Basic Boolean operations

* Negation: =z = -1 %z

* And: AND(z,,z,) = sign(z; + z, — 1.5)

* Or: OR(zq, z,) = sign(z; + z, + 1.5)
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Boolean

Algebra
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* Boolean variables are either +1 ("true”) or —1 (“false”)

* Basic Boolean operations

* Negation: =z = -1 %z

1
* And: AND(z4,z,) = sign ([—1.5, 1,1] l21]>

Zy

1
* Or: OR(z,,z,) = sign ([1.5, 1,1] [Zl])

Zy
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Building a

Network
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))
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Building a

Network
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1) = OR [ AND(hy (6, ~hp(2)), AND( (20,1, (2) )|
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Building a

Network
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1) = OR [ AND(hy (6, ~hp(2)), AND( (20,1, (2) )|
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Building a

Network

Henry Chai - 6/10/24

h(x) = OR (AND(h1 (3), (%)), AND(=hy (%), hz(x)))
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Building a

Network
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h(x) = OR (AND(h1 (3), (%)), AND(=hy (%), hz(x)))
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Building a

Network

Henry Chai - 6/10/24

1) = OR | AND(hy (), ~h (%)), AND(=hy (), b (%)) |
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))

Building a 1 e e "
Network ‘v ‘v :

21
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))

Building a 1 e e "
Network ‘v ‘v :

h(x) = sign(sign(sign(w! x) — sign(w}x) — 1.5) +
sign(—sign(w! x) + sign(whx) — 1.5) + 1.5) .
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))

Building a

Network

h(x) = sign(sign(sign(w!x) — sign(wix) — 1.5) +
sign(—sign(w! x) + sign(w’x) — 1.5) + 1.5)
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))

Building a

Network

hix) = sign(sign(sign(wlx) — sign(wix) — 1.5) +
sign(—sign(w!x) + sign(whx) —1.5) + 1.5)
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Building a

Network
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hix) = sign(sign(sign(wlx) — sign(wix) — 1.5) +
sign(—sign(w! x) + sign(w’x) — 1.5) + 1.5)
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h(x) = OR (AND(hy (x), —hy (%)), AND(=hy (%), hy(2)))

Building a 1 e e "
Network ‘v ‘v :

h(x) = sign(sign(sign(w! x) — sign(w}x) — 1.5) +
sign(—sign(w! x) + sign(whx) — 1.5) + 1.5)

Henry Chai - 6/10/24
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Multi-Layer

Perceptron
(MLP)
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27



(Fully-
Connected) Feed

Forward Neural
Network
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fC)

* Hyperbolic tangent:

sinh(z) _ e“—e™?

cosh(z) " eZyeZ

tanh(z) =

: 0 tanh(z)

_ 1 _ 2
> = 1 — tanh(z)
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0.8

0.6

0.4

0.2

—0.4

—0.6

—0.8

—sign
——tanh
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1

Logistic, sigmoid, or soft step HH L= H | o) = ——
_ et —e "
Hyperbolic tangent (tanh) f tanh(z) = ———
EW + E—I
0 ife<0
Rectified linear unit (ReLU)!"! x ifx =0
t e r = max{0,z} = xl,.9
] 1 z
1 —z|1 f{—
n _ Gaussian Error Linear Unit (GELU)!! : / 2" ( e ( NG ) )
Activation . e
Softplus!®! In(1+e”)

Functions

ale’ —1) ifz <0
5 ifz >0
with parameter cx

Exponential linear unit (ELU)!

Leaky rectified linear unit (Leaky ReLU)!"! { 0.01z ifz <0

T ife >0
{ ar ifx <0
Parametric rectified linear unit (PReLU)!'?! z ifz>0

NN HE

with parameter cx

Henry Chai - 6/10/24 Source: https://en.wikipedia.org/wiki/Activation_function



https://en.wikipedia.org/wiki/Activation_function

True or False: both the linear regression model and the logistic regression model can be
expressed as neural networks.

True for both

0%
True for linear regression, false for logistic regression

0%
False for linear regression, true for logistic regression

0%
False for both

0%

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app



Linear

Regression as a
Neural Network
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Logistic

Regression as a
Neural Network
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(Fully-
Connected) Feed

Forward Neural
Network

Henry Chai - 6/10/24

Input layer: Hidden layers: Output layer:
[=0 le{1,..,L—1} =1L

Layer [ has dimension D® — Layer L has D® 4+ 1 nodes,

counting the bias node
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(Fully-
Connected) Feed

Forward Neural
Network
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The weights between layer [ — 1 and layer [ are a matrix:

w® e RD(D x (DU=D +1)

Wi ; is the weight between node i in layer [ — 1 and

node j in layer [
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Signal and

Outputs
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Every node has an incoming signal and outgoing output

Layer [ — 1 Layer [
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Signal and

Outputs
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Every node has an incoming signal and outgoing output

Layerl — 1 Layer [

Node DU~

s = wWel-1 5nd o® = [1’4(5(1))]T
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Forward
Propagation

for Making
Predictions
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- Input: weights W, ..., W and a query data point x
-+ Initialize 0(® = [1, x]T

*Forl=1,...,L

s = D U-D

0@ = [1,f(sM)]"

* Output: (X)) = oL
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Gradient
Descent

for Learning

Henry Chai - 6/10/24

* Initialize all weights

‘ Input: D = {(x("),y("))},lz:l,n(o)

W((Ol)), . ((OL)) to small, random

numbersandsett = 0

- While TERMINATION CRITERION is not satisfied

*Forl=1,...,L
- Compute GO =V, 2y (WY &)
Ompu e W(l) D (t) ) neny (t)

- Update W; W((tlil) = ((tl)) —1oGW

*Incrementt:t=t+ 1

(1) (L)

* Output: W(t) y o Wi
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Loss
Functions

for Neural
Networks
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* Regression - squared error (same as linear regression!)

e (WS W) 5 (o () =y ™)

* Binary classification - cross-entropy loss (same as logistic regression!)

- Assume P(Y = 1|x, w W(L)) = hyw  pw (x("))

QDC\,J QQ) (()5 - _ Z_’ [55 ?(\/Cﬂ)lx(n\/ LJm (L))

=

(o

N a)
Z —-é YBC}‘UM/" '/V(Q (x(n)>7 C)’ L"\«/C‘) ) (XCMB )/)

»
N
_g» y ()| o5 hut) Loy (™) 4
Cl=y) 05<|,_ w0, o 33)
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Loss
Functions

for Neural
Networks
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* Multi-class classification - cross-entropy loss

* Express the label as a one-hot or one-of-C vector e.g.,
y=/0 0 1 0 - O]
- Assume the neural network output is also a vector of length C
P(yle]l = 1|x,w®, ., W) = hyop o (x™)[c]

* Then the cross-entropy Ioss is

1 L
ey (W), . W) = 2 log P(y™@|x™, w®, ., w®)

ne o ( (’fcj Iﬁj Lu(\3/',,/ \,,(L\ x(n\)[d
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* Perceptrons can be combined to achieve non-linear

decision boundaries

* Feed-forward neural network model

* Activation function
* Layers: input, hidden & output
- Weight matrices

* Signals & outputs

* Forward propagation for making predictions

* Neural networks can use the same loss functions as
other machine learning models (e.g., squared error for

regression, cross-entropy for classification)
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