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Front Matter
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* Announcements:

- HW1 will be released on Wednesday (1/24), due
2/2 at 11:59 PM

* Recitations will be held on Fridays, at the same time

and place as lecture
- HW1 recitation this Friday (1/26)
» Office hours will start this Wednesday (1/24)

- Recommended Readings:

* Mitchell, Chapter 3: Decision Tree Learning

- Daumé Ill, Chapter 1: Decision Trees



http://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf
http://ciml.info/dl/v0_99/ciml-v0_99-ch01.pdf

Schedule

Lectures are the primary mode of content delivery in this course. Attending lectures is highly recommended; there will be regular in-class activities and polls which will constitute a
small portion of your final grade. Engaging in these real-time activities can greatly improve your understanding of the material. Lectures will be recorded and made available to you
after the fact. However, the primary purpose of these recordings is to allow you to refer back to the content; watching recordings in lieu of attending lectures is not encouraged.

Date Topic Slides Readings/Resources
Wed, 117 Introduction: Notation & Problem Formulation Lecture 1 (Inked)
Mon, 1/22 Decision Trees Lecture 2 (Pre-class) Mitchell, Chapter 3

Daumé lll, Chapter 1

Wed, 1/24 KNNs & Model Selection
Mon, 1/29 Linear Regression

Wed, 1/31 MLE/MAP

Man 218 Naive Ravae

Lecture Schedule
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Recall:
Our second

Machine
Learning
Classifier
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* Alright, let’s actually (try to) extract a pattern from the data

X3 y
Resting Blood | Cholesterol | Heart
Pressure Disease?
Yes Low Normal No
No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes
Yes High Abnormal Yes

* Decision stump on xq:

, , , uYeSn lf xl — uYeSn
h(x ) — h(xl, ...,xD) — { 1

“No” otherwise



* Alright, let’s actually (try to) extract a pattern from the data

X1 X3
Family Restmg BIood Cholesterol Heart
H|story Pressure Disease?

Recall: X
ormal
Our second No  Medium Normal  No
Machlne No Low Abnormal  Yes
I_ . Yes Medium Normal Yes
€arni ng Yes High Abnormal Yes

Classifier

N
\(:C—/ Q} O

\ D
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Decision 1. How can we pick which feature to split on?

Stumps:
Questions 2. Why stop at just one feature?
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* A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a

specified dataset

* Idea: use the feature that optimizes the splitting

criterion for our decision stump.

Splitting
Criterion
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Training error
rate as a

Splitting
Criterion
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X3 y

Resting Blood | Cholesterol | Heart

Pressure Disease?
— — —2 Yes Low Normal No
— No Medium Normal No
— —2 No Low Abnormal Yes *
— —> Yes Medium Normal Yes )R
Yes High Abnormal Yes

L/AN H J\l of me| Aﬁn ,

Training error Training error Training error

. .2 .
rate: 2/5 rate: /S_ rate: )/g_



* Which feature would you

split on using training error

- rate as the splitting criterion?
A
«

0 1

’f‘fc‘u m(\c) er(or r < b

2
Henry Chai - 1/22/24 g

=<

Training error
rate as a

Splitting
Criterion?

e S N
_ R = = O O O O
T e Y ==y S S Y = W




> A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a
specified dataset

* Insight: use the feature that optimizes the splitting

criterion for our decision stump.

Splitting e
Criterion * Potential splitting criteria:

* Training error rate (minimize)

* Gini impurity (minimize) = CART algorithm

* Mutual information (maximize) — ID3 algorithm
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> A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a
specified dataset

* Insight: use the feature that optimizes the splitting

criterion for our decision stump.

Splitting e
Criterion * Potential splitting criteria:

* Training error rate (minimize)

* Gini impurity (minimize) = CART algorithm

* Mutual information (maximize) — ID3 algorithm
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* Entropy of a (discrete) random variable X that takes on

values in X':

H(X) = — z p(x) log,(p(x))

xX€eEX

Henry Chai- 1/22/24



Wi N (")f

* Entropy of a collection of values S:

0
A~ A
[ OF COLLQL’LtO(\
B M M
H(S) = - Z S| 1ng(|5|)

vEJ_/_QS)
where VV(S) is the set of unique valuesin S

S, is the collection of elements in S with value v

* If all the elements in S are the same, then

H(S) - M_ % 1037_ %—-—

:-l 1032“\ = O
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* Entropy of a collection of values S:

Sy Sy
HES) =— ) =2 (—)
v eEV(S)

where V(S) is the set of unique valuesin S

S, is the collection of elements in S with value v

* If S is split fifty-fifty between two values, then

H(s) = - (7e) s %)‘ [%_)

N
= "% o3 (é)—’zj“bﬁe@>f



* Mutual information between two random variables X and
Y describes how much clarity about the value of one

variable is gained by observing the other
I(Y;X)=H)—-H(Y|X)

Mutual
Information
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Mutual
Information
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* Mutual information can be used to compute how much
information or clarity a particular feature provides about
the label

IVix) =HO) = " (1) (H(Vem))

veEV(xy)

where x4 is a feature
Y is the collection of all labels
V(xy) is the set of unique values of x4

— [, is the fraction of inputs where x5 = v

Yy ,=v is the collection of labels where x4 = v



Mutual
Information:
Example




Mutual
Information:

Example
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* Which feature would you split

on using mutual information

as the splitting criterion?
1 0 0
X1
Mutual 1 0 0 0 - 1
. 1 0 1
Information as a ) ) : ° ‘
Splitting
L 1 1 1 Mutual Information: 0
Criterion ” ” ”
. 2 2 6 6 1 1
ey Chon - 1/22/21 Mutual Information: (— glogz o glogz 5) - (E (1) — E (O)) ~ (0.31



Decision 1. How can we pick which feature to split on?

Stumps: Moked  (nformeation
Questions 2. Why stop at just one feature?

Henry Chai- 1/22/24



From X3 %

0 c Resting Blood | Cholesterol | Heart
DECISIOH Pressure Disease?
Stu m p Yes Low Normal No

No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes

Yes High Abnormal Yes
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

Resting Blood
Pressure

Low
Medium
Low
Medium
High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

y
Heart

Disease?
No

No

Yes

Yes

Yes




From
Decision
Stump

to
Decision
Tree
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Yes

Yes
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Low
Medium
Low
Medium
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From
Decision
Stump

to
Decision
Tree
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From
Decision
Stump

to
Decision
Tree
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From
Decision
Stump

to
Decision
Tree
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/x':[%: ,X; A KD,J

L
def predict(x’):

V&\\a Qurw —H’M (b& ﬂél& ’{’v 2N ]€ﬂ£

ho
Decision W\M\( C Jﬂ@ ,‘

Tree Prediction: jr
Pseudocode i Curcent

C[MQ),Q ‘[’L‘A &LSSOCLCM 1@0\’[@/6/ 7<J
o c\o\,«/\ L?F&nc\\ Crrrcg)o«\éma '\b XA)
f,lSC (CUFFCA/LMC\( s a )ec§> .

6 C’[‘ urn l@uLc‘ chSoC(a\JCe_J vr“L.
coceent  node.

m&le (S ?(\”LUAOJ ‘

Henry Chai- 1/22/24



def train(D):
store root = tree recurse(D)
def tree recurse(D’):

T

g = new node()

base case - if (SOME CONDITION):

Decision

recursion - else:

Tree Learning: Q\A iy Vool 7@0“ jﬂﬁ s@v”'m, <)

Pseudocode
ci' sdaH - XA

‘FO( Vo \/(XA>/ &H W@SS\L\Z V‘\WS ‘ﬂ[ 7<c\:

=Dy = GG,y YD %"= S
6(. C b M’f” (\/\ = ’}Tfﬁ.- rCocse CD\J

return g
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def train(D):
store root = tree recurse(D)
def tree recurse(D’):

g = new node()

base case - if (aU L‘LL " .D) e H& S0

OR VC %h_ Jhﬁx \S (oo <$&19
OR iC {'LA L;Le) ;.e} L.-u, LM 'eacJUjL &«Jﬁ[)

OR D' s CMW
CDRL 6%] ¥;fkﬂT fo%yx ,V\ X>} LT

tC&\

Decision

Tree Learning:
Pseudocode

recursion - else:

return g
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Decision

Tree:
Example
(Iteratively)
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* How is Henry getting to work?

* Label: mode of transportation

-y € Y = {Bike, Drive, Bus}

* Features: 4 categorial features
* Is it raining? x4 € {Rain, No Rain}
* When am | leaving (relative to rush hour)?

x, € {Before, During, After}

* What am | bringing?
x3 € {Backpack, Lunchbox, Both}

* Am | tired? x4, € {Tired, Not Tired}
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Rain
Rain
Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
During
After
After
After
Before
Before
Before
During
During
After
After
After
After
After

Both
Both
Both
Backpack
Backpack
Lunchbox
Backpack
Lunchbox
Lunchbox
Backpack
Both
Backpack
Backpack
Both
Both

Lunchbox

Tired
Not Tired
Tired
Not Tired
Tired
Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired

Drive
Bus
Drive
Bus
Bus
Drive
Bike
Bus
Drive
Bus
Drive
Bike
Bike
Bus
Drive

Bus



Which feature

would we split on

first using mutual

information as
the splitting

criterion?

Henry Chai- 1/22/24

Rain
Rain
Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
During
After
After
After
Before
Before
Before
During
During
After
After
After
After
After

Both
Both
Both
Backpack
Backpack
Lunchbox
Backpack
Lunchbox
Lunchbox
Backpack
Both
Backpack
Backpack
Both
Both

Lunchbox

Tired
Not Tired
Tired
Not Tired
Tired
Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired

Drive
Bus
Drive
Bus
Bus
Drive
Bike
Bus
Drive
Bus
Drive
Bike
Bike
Bus
Drive

Bus



Henry Chai- 1/22/24

Rain
Rain
Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
During
After
After
After
Before
Before
Before
During
During
After
After
After
After
After

Both
Both
Both
Backpack
Backpack
Lunchbox
Backpack
Lunchbox
Lunchbox
Backpack
Both
Backpack
Backpack
Both
Both

Lunchbox

Tired
Not Tired
Tired
Not Tired
Tired
Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired

Drive
Bus
Drive
Bus
Bus
Drive
Bike
Bus
Drive
Bus
Drive
Bike
Bike
Bus
Drive

Bus



Henry Chai- 1/22/24

Rain
Rain
Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
During
After
After
After
Before
Before
Before
During
During
After
After
After
After
After

Both
Both
Both
Backpack
Backpack
Lunchbox
Backpack
Lunchbox
Lunchbox
Backpack
Both
Backpack
Backpack
Both
Both

Lunchbox

Tired
Not Tired
Tired
Not Tired
Tired
Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired

Drive
Bus
Drive

Bus

Bus




Henry Chai- 1/22/24

Rain
Rain
Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
During
After
After
After
Before
Before
Before
During
During
After
After
After
After
After

Both
Both
Both
Backpack
Backpack
Lunchbox
Backpack
Lunchbox
Lunchbox
Backpack
Both
Backpack
Backpack
Both
Both

Lunchbox

Tired
Not Tired
Tired
Not Tired
Tired
Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired
Tired
Not Tired

Drive
Bus
Drive

Bus

Bus




I(x4,Y) ~ 1.5052
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I(x1,Y) ~ 1.5052

6
—1—6(1)
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I(x,Y) ~ 1.5052

6
—1—6(1)
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I(x1,Y) ~ 1.5052

6
—1—6(1)

= (1.5710)
16~

~ (0.1432
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Not Tired

Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Decision Tree: Example

During
After
Before
During
After
After
After

Both
Backpack
Lunchbox
Backpack
Backpack

Both

Lunchbox

Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired

Bus
Bus
Bus
Bike
Bus

Bus

Rain
Rain
Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain

Before
During
After
After
Before
Before
During
After
After

Both
Both
Backpack
Lunchbox
Backpack
Lunchbox
Both
Backpack
Both

Tired
Tired
Tired
Tired
Tired
Tired
Tired
Tired
Tired

Drive
Drive
Bus
Drive
Bike
Drive
Drive
Bike

Drive
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Not Tired

Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain
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Rain
Rain
Rain
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No Rain
No Rain
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Before
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After
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I(x,,Y,
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—Tlred)

Xy =Tired)

| (x3: Yx4 =Tired)

Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain

During
After
Before
During
After
After
After

~ 0.3244

Q

Q

0.2516

0.9183

Both
Backpack
Lunchbox
Backpack
Backpack

Both

Lunchbox

|

/.
Not Tired

Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired

Bus
Bus
Bus
Bike
Bus

Bus

L

Rain
No Rain
No Rain

Rain

Rain
No Rain
No Rain

Rain

No Rain

After
Before
After
Before
During
During
After
After

Before

Backpack
Backpack
Backpack
Both
Both
Both
Both
Lunchbox

Lunchbox

Tired
Tired
Tired
Tired
Tired
Tired
Tired
Tired
Tired

Bike
Bike
Drive
Drive
Drive
Drive
Drive

Drive



| (xl: Yx4 =Tired)

| (xz» Yx4 =Tired)

| (x3: Yx4 =Tired)
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Rain  During
Rain After
No Rain Before

No Rain During
No Rain  After
No Rain  After
No Rain  After

~ 0.3244

Q

0.2516

~ 0.9183

Both
Backpack
Lunchbox
Backpack
Backpack

Both

Lunchbox

Not Tired

Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired
Not Tired

Bus
Bus
Bus
Bus
Bike
Bus

Bus

Backpack

Rain

After

Bus

No Rain Before Bike

No Rain

After

Bike

Both, Lunchbox
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Before, After
Bi

X
Not Tired Tired

X3
Backpack Both, Lunchbox Backpack

X3

Both, Lunchbox

[—

N

Drive

No Rain Rain No Rain Rain

Bus

X2 Bus

During

ke Bus




Decision

Trees:
Inductive Bias
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* The inductive bias of a machine learning algorithm is

the principal by which it generalizes to unseen examples

- What is the inductive bias of the ID3 algorithm i.e.,

decision tree learning with mutual information

maximization as the splitting criterion?
i the Shorkst < |
* Try to find the _37° tree that achieves

Ze59 %rw'mftﬁ ccror with

lgsl" W\"IV-) w\ﬁofm on  features at the top
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Before, After
Bi

X
Not Tired Tired

X3
Backpack Both, Lunchbox Backpack

X3

Both, Lunchbox

X1 Bus X1 Drive

No Rain Rain No Rain Rain

Bus
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ke Bus




Henry Chai- 1/22/24

Not Tired

Rain
Rain
No Rain
No Rain
No Rain
No Rain
No Rain

During
After
Before
During
After
After
After

Both
Backpack
Lunchbox
Backpack
Backpack

Both

Lunchbox

Not Tired

Not Tired Bus
Not Tired Bus
Not Tired

Not Tired - No Rain
Not Tired Bus
Not Tired Bus

Both, Lunchbox



Not Tired

Both, Lunchbox

This tree only misclassifies one training data point!
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