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Reminders

• Homework 2: Generative Models of Images
– Out: Thu, Feb 8
– Due: Tue, Feb 20 at 11:59pm

• Homework 3: Applying and Adapting LLMs
– Out: Tue, Feb 20
– Due: Thu, Feb 29 at 11:59pm
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ZERO-SHOT AND FEW-SHOT LEARNING
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Zero-shot Learning
• Definition: in zero-shot learning we assume that training data does not 

contain any examples of the labels that appear in the test data
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Figure from https://cdn.aaai.org/AAAI/2008/AAAI08-103.pdf

Question: 
How can we hope to 
learn in a setting 
where have no 
labeled examples?

Answer:



Few-shot Learning
• Definition: in few-shot learning we assume that training data contains 

a handful (maybe two, three, or four) examples of each label

6
Figure from https://dl.acm.org/doi/10.1145/3386252



Few-shot Learning
• Definition: in few-shot learning we assume that training data contains 

a handful (maybe two, three, or four) examples of each label
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Figure from https://dl.acm.org/doi/10.1145/3386252



PROMPTING
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Prompting
• Language models are trained to maximize the likelihood of 

sequences in the training data
• Most condition on the previous tokens to generate the next 

tokens

• Key idea behind prompting: provide a prefix string to the such 
that its likely completion is the answer you want
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Definition: An autoregressive language model defines a probability
distribution over sequences x1:T of the form:

p(x1:T ) =
T∏

t=1

p(xt | x1, . . . , xt−1)



Prompting Examples
Conditional 
Sampling:
To draw a sample, 
feed in a prompt 
(i.e. context) and 
then sample from 
the model 
conditioned on that 
prompt

10

Prompt
(i.e. context)

Output
(i.e. generated 

poem)

Examples from GPT-3 paper

GPT-3

text completion



Prompting Examples
Conditional 
Sampling:
To draw a sample, 
feed in a prompt 
(i.e. context) and 
then sample from 
the model 
conditioned on that 
prompt
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Prompt

Model
Output

El último dueño de esta propiedad 
había sido un hombre soltero, que 
alcanzó una muy avanzada edad, y 
que durante gran parte de su 
existencia tuvo en su hermana una 
fiel compañera y ama de casa.

English translation:

The last owner of this property was 
a bachelor man who lived to a very 
advanced age, and who had his 
sister as a faithful companion and 
housekeeper for most of his life.

Llama-2-70B

Text from https://huggingface.co/datasets/opus_books/viewer/en-es

The late owner of this estate was a 
single man, who lived to a very 
advanced age, and who for many 
years of his life, had a constant 
companion and housekeeper in his 
sister.

English 
source 
from 

Sense & 
Sensibility

translation



Prompting Examples
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Prompt Model
Output

Rhodochiton is a genus of flowering 
plants within the family 
Plantaginaceae, native to southern 
Mexico and neighbouring Guatemala. 
They climb by means of twining leaf 
stalks. One of the three species, 
"Rhodochiton atrosanguineus", the 
purple bell vine, is grown as an 
ornamental plant. All three species 
are sometimes included in 
"Lophospermum".

Question: You can find the purple bell 
vine in more than one country. True, 
False, or Neither?

Answer: True.

Explanation: The purple bell vine 
(Rhodochiton atrosanguineus) is 
native to southern Mexico and 
neighbouring Guatemala, which 
means it can be found in more than 
one country.

Llama-2-70B

Text from https://huggingface.co/datasets/facebook/anli

Correct Answer True.

question answering
(entailment)



Prompting Examples
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Llama-2-70B

Story text from https://arxiv.org/pdf/1910.00998.pdf

Prompt

Model
Output

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

summarization



Prompting Examples
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Prompt

Model
Output

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

Llama-2-70B Llama-2-7B Chat

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Sure! Here is a one-sentence 
summary of the story:
Jason and the kids went on a fun-
filled day at the beach, playing and 
splashing in the surf after gathering 
all the necessary items, including 
swimsuits, towels, and sunscreen.Story text from https://arxiv.org/pdf/1910.00998.pdf

summarization



What else can a large LM (attempt to) do?

Using the idea of 
prompts, we can 
apply LMs to a 
variety of 
different 
problems in 
natural language 
processing.

In the zero-shot 
setting, we 
simply feed the 
context to the 
model and 
observe how it 
completes the 
sequence. (i.e. 
there is no 
additional 
training)
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Answer fact-based questions:

Complete sentences logically:

Complete analogies:

Reading comprehension:

Examples from GPT-3



Zero-shot LLMs
• GPT-2 (1.5B parameters) 

for unsupervised 
prediction on various 
tasks

• GPT-2 models 
p(output | input, task)
– translation: (translate to 

french, english text, 
french text)

– reading comprehension: 
(answer the question, 
document, question, 
answer)

• Why does this work?

16
Figures from Radford et al. (2019)
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french text)

– reading comprehension: 
(answer the question, 
document, question, 
answer)

• Why does this work?

17
Figures from Radford et al. (2019)



Prompting for Instruction Fine-tuned Models
• Models like ChatGPT, 

Llama-2 Chat, etc. 
have been fine-tuned 
as chat assistants 

• These (often) were 
trained with specific 
prompt templates 
that segment the 
prompt into different 
parts: (1) system (2) 
assistant (3) user
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Prompt formats from https://github.com/BerriAI/litellm/blob/main/litellm/llms/prompt_templates/factory.py 

[INST] <<SYS>>
You are a helpful AI assistant…
<</SYS>> [/INST]

[INST]
Organisms require energy in order to do what?
[/INST]

mature and develop

### Instruction:

### Instruction:
Organisms require energy in order to do what?

### Response:
mature and develop

A
lp

ac
a

Ll
am

a-
2 

Ch
at

sys:

asst:

user:

sys:

asst:

user:

https://github.com/BerriAI/litellm/blob/main/litellm/llms/prompt_templates/factory.py


Prompting for Instruction Fine-tuned Models
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Prompt

Model
Output

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Jason took the kids swimming at the 
beach after hearing the weather 
forecast, gathering necessary items 
and driving there.

Llama-2-70B Llama-2-7B Chat

Story: Jason listened to the weather 
and heard it was goingto be sunny. He 
thought the kids might like to 
goswimming. He gathered up the 
swimsuits, towelsand sunscreen. 
Jason and the kids got into the 
truckand drove to the beach. They 
spent the next 2 hoursplaying and 
splashing in the surf.

One-sentence Summary:

Sure! Here is a one-sentence 
summary of the story:
Jason and the kids went on a fun-
filled day at the beach, playing and 
splashing in the surf after gathering 
all the necessary items, including 
swimsuits, towels, and sunscreen.Story text from https://arxiv.org/pdf/1910.00998.pdf

Lllama-2-7B Chat was 
instruction fine-tuned 
(more on this later) 
and so its responses 
look quite different 

from the Llama-2 
models that were not



IN-CONTEXT LEARNING
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Few-shot Learning with LLMs

• Definition: fine-tune the LLM on the training data 
using… 
– a standard supervised objective
– backpropagation to compute gradients
– your favorite optimizer (e.g. Adam) 

• Pro: fits into the standard ML recipe
• Pro: still works if N is large
• Con: backpropagation requires ~3x the memory 

and computation time as the forward 
computation

• Con: you might not have access to the model 
weights at all (e.g. because the model is 
proprietary)

Option B: In-context learning

• Definition: 
1. feed training examples to the LLM as a 

prompt
2. allow the LLM to infer patterns in the training 

examples during inference (i.e. decoding)
3. take the output of the LLM following the 

prompt as its prediction
• Con: the prompt may be very long and 

Transformer LMs require O(N2) time/space where 
N = length of context

• Pro: no backpropagation required and only one 
pass through the training data

• Pro: does not require model weights, only API 
access 21

Option A: Supervised fine-tuning

Suppose you have…
• a dataset D = {(xi, yi)}i=1

N and N is rather small (i.e. few-shot setting)
• a very large (billions of parameters) pre-trained language model
There are two ways to “learn”

This section!



Few-shot
In-context 
Learning
• Few-shot learning can 

be done via in-
context learning

• Typically, a task 
description is 
presented first

• Then a sequence of 
input/output pairs 
from a training 
dataset are 
presented in 
sequence

22
Figure from https://arxiv.org/pdf/2310.09881.pdf



Few-shot
In-context 
Learning
• Few-shot learning can 

be done via in-
context learning

• Typically, a task 
description is 
presented first

• Then a sequence of 
input/output pairs 
from a training 
dataset are 
presented in 
sequence

23
Figure from http://arxiv.org/abs/2005.14165 



Few-shot In-context Learning
In-context learning 
can be sensitive to… 
1. the order the 

training examples 
are presented

2. the balance of 
labels (e.g. positive 
vs. negative)

3. the number of 
unique labels 
covered

24
Figure from http://arxiv.org/abs/2104.08786



Few-shot In-context Learning
In-context learning can 
be sensitive to… 
1. the order the 

training examples 
are presented

2. the balance of 
labels (e.g. positive 
vs. negative)

3. the number of 
unique labels 
covered

25
Figure from https://aclanthology.org/2022.emnlp-main.622.pdf
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Figure from https://aclanthology.org/2022.emnlp-main.622.pdf



Few-shot In-context Learning
You would expect these to be important…
A. whether or not the training examples have the true label 

(as opposed to a random one)
B. having more in-context training examples
…but it’s not always the case

27
Figure from http://arxiv.org/abs/2202.12837



Few-shot In-context Learning
You would expect these to be important…
A. whether or not the training examples have the true label 

(as opposed to a random one)
B. having more in-context training examples
…but it’s not always the case
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Figure from http://arxiv.org/abs/2202.12837



PROMPT ENGINEERING
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Prompt Engineering
• Task: News topic classification
• Dataset: AG News
• Model: OPT-175B
• Setup: zero-shot learning

30

Question: if we evaluate the model multiple times 
keeping everything fixed except for the prompt, do we 
always get the same results?



Prompt Engineering
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• Task: News topic classification
• Dataset: AG News
• Model: OPT-175B
• Setup: zero-shot learning

Question: how can we pick a 
good prompt? 

Answer: pick the prompt 
with the lowest perplexity 
under the model!



Prompt Engineering
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• Task: French word-level translation
• Dataset: NorthEuraLex
• Model: Bloom (multilingual LLM)
• Setup: zero-shot learning

Question: how can we pick a 
good prompt? 

Answer: pick the prompt 
with the lowest perplexity 
under the model!



CHAIN-OF-THOUGHT PROMPTING
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Chain-of-Thought Prompting
• Asking the model to reason about its answer can improve its performance for 

few-shot in-context learning
• Chain-of-thought prompting provides such reasoning in the in-context 

examples

34
Figure from http://arxiv.org/abs/2201.11903



Chain-of-Thought Prompting
• Asking the model to reason about its answer can improve its performance for 

few-shot in-context learning
• Chain-of-thought prompting provides such reasoning in the in-context 

examples

35
Figure from https://arxiv.org/pdf/2205.11916.pdf

• But the model 
does better even if 
you just prompt it 
to reason step-by-
step



Chain-of-Thought Prompting
• Asking the model to reason about its answer can improve its performance for 

few-shot in-context learning
• Chain-of-thought prompting provides such reasoning in the in-context 

examples
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Figure from https://arxiv.org/pdf/2205.11916.pdf

• But the model 
does better even if 
you just prompt it 
to reason step-by-
step



LEARNING TO PROMPT
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Learning to Prompt

• There are a variety of ways of learning better prompts for 
your task
– prompt paraphrasing: generate many different prompts from a 

paraphrase model and pick the one that works best
– gradient based search: optimize in order to search for the discrete 

representation of the prompt that makes the desired output most 
likely

– prompt tuning: optimize the embeddings only representing the 
prompt and do not even consider discrete representation of the 
prompt

38


