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Agenda

1. Overview of diffusion model 

2. Diffusion model math

3. HW2 starter code overview 

4. Overview of Fréchet Inception Distance (FID)

5. Helpful functions & practice reading documentation
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Diffusion Model
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Diffusion Model
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xT x0xt-1xt …xt+1
…

Forward Process:

(Learned) Reverse Process:

(Exact) Reverse Process:

if we could sample 
from this we’d be done

if we could sample 
from this we’d be done

adds noise to 
the image

adds noise to 
the image

removes noiseremoves noise

goal is to learn thisgoal is to learn this



Diffusion Model
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…

Figure from Ho et al. (2020) 



How does this actually work?
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Denoising is not image recovery
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Denoising is not image recovery
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Denoising is not image recovery
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Denoising Diffusion Overview
From magic to math
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Excuse me, can 
you please 

make less noise?

Excuse me, can 
you please 

make less noise?

Excuse me, can 
you please 
make more 

information?

Excuse me, can 
you please 
make more 

information?



Denoising Diffusion Overview
An alternative perspective

Images as vectors
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3072 dimensional 
vector32 x 32 x 3 tensor32 by 32 pixel image



Denoising Diffusion Overview
An alternative perspective

Images as vectors
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Representation of 3D space with 3 axis
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…

In image is a vector in 3072 dimensional space



Denoising Diffusion Overview
An alternative perspective

Manifold hypothesis
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X1

X2

X3

X4X5

X6

X3072

…

If we can find the correct representation of images 
in high dimensional space, all 32x32 color images of 

cats will occupy a latent manifold



Latent Variable Models

• For GANs, we assume 
that there are 
(unknown) latent 
variables which give 
rise to our 
observations

• The noise vector z are 
those latent variables

• After learning a GAN, 
we can interpolate
between images in 
latent z space
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Figure from Radford et al. (2016)



Denoising Diffusion Overview
An alternative perspective

Manifold hypothesis

17

X1

X2

X3

X4X5

X6

X3072

…

If we could just sample this latent manifold, we 
would be able to generate any cat picture that could 

ever exist

But how to sample it?



Denoising Diffusion Overview
An alternative perspective

Diffusion as sampling
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Denoising Diffusion Overview
An alternative perspective

Sampling the latent manifold using diffusion
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Score matching with Langevin Dynamics – see Section 3.2 of DDPM paper for more details
arxiv.org/pdf/2006.11239.pdf



Bayes’ Rule (Theorem)
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Evidence Lower BOund (ELBO)
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Jensen’s Inequality



Evidence Lower BOund (ELBO)
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ELBO via Jensen’s Inequality

We use marginalization 
To make latent variable 

appear



Evidence Lower BOund (ELBO)
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ELBO via Jensen’s Inequality

We need this term for 
the expectation of Jensen’s



Evidence Lower BOund (ELBO)
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ELBO via Jensen’s Inequality

We cancel out to preserve
The equality



Evidence Lower BOund (ELBO)
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ELBO via Jensen’s Inequality

It is a concave function!



Evidence Lower BOund (ELBO)
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ELBO via Jensen’s Inequality

We use Jensen’s to swap log
 and expectation



Evidence Lower BOund (ELBO)
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ELBO

ELBO is your best friend



Evidence Lower BOund (ELBO)
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ELBO

ELBO is your best friend

Maximize this 



The Reparameterization Trick
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Reparameterization is a method of generating random 

numbers by transforming some base distribution         
to a desired distribution



The Reparameterization Trick
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Reparameterization is a method of generating random 

numbers by transforming some base distribution         
to a desired distribution

A simple distribution to  sample from



The Reparameterization Trick
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Reparameterization is a method of generating random 

numbers by transforming some base distribution         
to a desired distribution

A simple transformation 



The Reparameterization Trick
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Gaussian Distribution: 

We want samples from  



The Reparameterization Trick
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Gaussian Distribution

We sample standard Normal



The Reparameterization Trick
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Gaussian Distribution

We apply linear transformation



The Reparameterization Trick
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Gaussian Distribution

The transformed sample comes 
from the desired Gaussian 

distribution



Data Scaling
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Starter Code Walkthrough
How do we implement a diffusion model?

We have 5 ingredients

• U-Net Model

• Trainer code

• Noise scheduler

• Training implementation

• Sampling implementation
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Starter Code Walkthrough
U-Net

• U-Net's role here is to model 
the denoising function at each 
step of the reverse diffusion 
process.

• Multi-scale features
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Starter Code Walkthrough
Noise Scheduler

• we adopt the improved cosine-
based variance schedule, 
introduced in (Nichol & 
Dhariwal, 2021).
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• Control the amount of noise we 
add in each step of the diffusion 
forward process.



Starter Code Walkthrough
How do we train a denoising U-Net model?
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1. Take a training image

2. Pick a random time step

3. Run forward diffusion to 
generate a noisy version at 
that time step

4. Use our model to predict the 
noise that was added

5. Calculate the loss between the 
actual noise and the predicted 
noise  



Starter Code Walkthrough
How do we sample an image?
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t=4 t=3

t=1 t=0

We want a model that can revert 
images with any amount of noise 
t=n to the previous step t=n-1

How do we achieve this?



Starter Code Walkthrough
How do we train a denoising U-Net model?
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t=4 t=3

t=1 t=0

We want a model that can revert images 
with any amount of noise t=n to the 
previous step t=n-1

We adopt the Option C Sampling 
algorithm from the lecture



Starter Code Walkthrough
How do we train a denoising U-Net model?
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1. Start from a noisy image

2. Denoise in a loop



Starter Code Walkthrough
What functions do we need to write?

• Training

– Forward

– P_loss

– Q_sample

• Sampling

– Sample

– P_sample_loop

– P_sample

44



Starter Code Walkthrough
Flags
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FID – Fréchet Inception Distance
How do we measure the quality of a generated image?

Fréchet distance 

Fréchet distance for probability 
distributions

BUT for two multidimensional 
Gaussians
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Vaguely Cat-like

Decently Fluffy Cats



FID – Fréchet Inception Distance
Inception model

48 layers
SOTA in 2015 on ImageNet top-5 error 

Named after an internet meme



FID – Fréchet Inception Distance
Inception model

48 layers
SOTA in 2015 on ImageNet top-5 error 

Named after an internet meme



FID – Fréchet Inception Distance
How do we measure the quality of a generated image?

Why do I need a huge NN and 
so much math to tell me if my 
cat photos are fluffy or ugly?
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High score

Low score



FID – Fréchet Inception Distance
Looking into the details

“Earthmover Distance”

• Wasserstein Distance

• Kantorovich-Rubinstein Metric

• Cramér distance

• Mallows distance

• Fréchet Distance

• Wasserstien-2 Distance

These are all closely related ideas!
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If transported optimally, how much probability 
mass would need to be moved to change one 
distribution into the other?

An alternative to the Kullback-Leibler 
Divergence



FID – Fréchet Inception Distance
Looking into the details

Inception module -- how does that work?
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FID – Fréchet Inception Distance
Looking into the details

Inception module -- how does that work?
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Linear 
function of 

inputs



FID – Fréchet Inception Distance
Looking into the details

Inception module -- how does that work?
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Linear 
function of 

inputs
Massive feature extraction system

Find a features representation such that the images can be linearly separated



FID – Fréchet Inception Distance
Putting it all together

Summary

1. Extract the features from real 
images and generated images 
using an Inceptonv3 model.

2. Approximate the distribution 
of features as multivariate 
Gaussians (max entropy).

3. Find the distance between the 
two distribution of features.

Code snippet

54



FID – Fréchet Inception Distance
Results
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Helpful methods and functions for your homework
torch.clamp
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What does the following code 
snippet return?

import torch

import numpy as np

x = np.array([[1, 2, 3], [4, 5, 6], [7, 8, 9]])

y = torch.clamp(x, min=4, max=6)

print(y)



Helpful methods and functions for your homework
torch.clamp
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What does the following code 
snippet return?

import torch

import numpy as np

x = np.array([[1, 2, 3], [4, 5, 6], [7, 8, 9]])

y = torch.clamp(x, min=4, max=6)

print(y)

TypeError: clamp() received an invalid combination of 
arguments - got (numpy.ndarray, max=int, min=int), 
but expected one of: * (Tensor input, Tensor min, 
Tensor max, *, Tensor out) * (Tensor input, Number 
min, Number max, *, Tensor out)



Helpful methods and functions for your homework
torch.clamp
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3], [4, 5, 6], [7, 8, 
9]])

y = torch.clamp(x, min=4, max=6)

print(y)



Helpful methods and functions for your homework
torch.clamp
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3], [4, 5, 6], [7, 8, 
9]])

y = torch.clamp(x, min=4, max=6)

print(y)

Output:

tensor([[4, 4, 4], [4, 5, 6], [6, 6, 6]])



Helpful methods and functions for your homework
torch.cumprod
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3, 4, 5]])

y = torch.cumprod(x, 0)

print(y)



Helpful methods and functions for your homework
torch.cumprod
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3, 4, 5]])

y = torch.cumprod(x, 0)

print(y)

Output:

tensor([[1, 2, 3, 4, 5]])



Helpful methods and functions for your homework
torch.cumprod
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3, 4, 5]])

y = torch.cumprod(x, 1)

print(y)



Helpful methods and functions for your homework
torch.cumprod
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What does the following code 
snippet return?

import torch

x = torch.tensor([[1, 2, 3, 4, 5]])

y = torch.cumprod(x, 1)

print(y)

Output:

tensor([[ 1, 2, 6, 24, 120]]) 



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full(2, 3, 3)

x2 = torch.ones(2,3) * 3 

print(x1 == x2)



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full(2, 3, 3)

x2 = torch.ones(2,3) * 3 

print(x1 == x2)

Output:
TypeError: full() received an invalid combination of arguments - got 
(int, int, int), but expected one of: * (tuple of ints size, Number 
fill_value, *, tuple of names names, torch.dtype dtype, torch.layout
layout, torch.device device, bool pin_memory, bool requires_grad) * 
(tuple of ints size, Number fill_value, *, Tensor out, torch.dtype dtype, 
torch.layout layout, torch.device device, bool pin_memory, bool 
requires_grad)



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full((2, 3), 3)

x2 = torch.ones(2,3) * 3 

print(x1 == x2)



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full((2, 3), 3)

x2 = torch.ones(2,3) * 3 

print(x1 == x2)

Output:

tensor([[True, True, True], [True, True, 
True]]) 



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full((2,3), 3)

x2 = torch.ones(2,3) * 3

print((x1 == x2).all())



Helpful methods and functions for your homework
torch.full
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What does the following code 
snippet return?

import torch

x1 = torch.full((2,3), 3)

x2 = torch.ones(2,3) * 3

print((x1 == x2).all())

Output:

tensor(True)



You after finishing HW2
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