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Reminders

• Homework 4: Visual Language Models
– Out: Fri, Oct 25
– Due: Tue, Nov 5 at 11:59pm
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FLASHATTENTION
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FlashAttention
• One of the most impactful ideas in ML recently
• Even though many people probably don’t even know they are using it!
• Introduced at HAET Workshop @ ICML July 2022
• Published @ NeurIPS Dec 2022
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Figure from https://slideslive.com/38988230/flashattention-fast-and-memoryefficient-exact-attention-with-ioawareness
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GPU Memory

Memory is arranged 
hierarchicaly
• GPU SRAM is small, and 

supports the fastest access
• GPU HBM is larger but with 

much slower access
• CPU DRAM is huge, but the 

slowest of all
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Figure from https://arxiv.org/pdf/2205.14135



GPU Memory and Transformers
Transformer training is 
usually memory-bound
• Matrix multiplication 

takes up 99% of the 
FLOPS

• But only takes up 61% 
of the runtime

• Lots of time is wasted 
moving data around 
on the GPU 

• Instead of doing 
computation
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Figure from https://arxiv.org/pdf/2007.00072 Figure from https://arxiv.org/pdf/2205.14135



Operator Fusion
Version A: Usually, we compute a neural 
network one layer one at a time by moving 
the layer input to GPU SRAM (fast/small), 
doing some computation, then returning 
the output to GPU HBM (slow/large)

Version B: Operator fusion instead moves 
the original input to GPU SRAM (fast/small), 
does a whole sequence of layer 
computations without ever touching HBM, 
and then returns the final layer output to 
GPU HBM (slow/large)
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Figure from https://horace.io/brrr_intro.html
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Version A is exactly how standard attention is implemented

Figure from https://arxiv.org/pdf/2205.14135



Standard Attention
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Version A is exactly how standard attention is implemented

Figure from https://arxiv.org/pdf/2205.14135
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FlashAttention

• Two key ideas are combined to obtain FlashAttention
• Both are well-established ideas, so the interesting part is 

how they are put together for attention
1. Tiling: compute the attention weights block by block so that we 

don’t have to load everything into SRAM at once
2. Recomputation: don’t ever store the full attention matrix, but 

just recompute the parts of it you need during the backward pass
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FlashAttention: Tiling
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Figure from https://arxiv.org/pdf/2205.14135



FlashAttention
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FlashAttention: Tiling
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Figure from http://arxiv.org/abs/2307.08691



FlashAttention: Tiling
One of the key challenges is how to compute the softmax since it is inherently going to 
require working with multiple blocks
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Figure from https://arxiv.org/pdf/2205.14135



Reconstruction for a Feed-Forward MLP
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FlashAttention: Reconstruction
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FlashAttention
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FlashAttention: Results
• The algorithm is 

performing exact 
attention, so we see no 
reduction in perplexity 
or quality of the model

• The key metric is 
runtime
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