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Reminders
• HW623
– Only for students registered in 10-623
– Due: Mon, Dec 2 at 11:59pm
– Submit form: https://forms.gle/azrmUR9KrFexnASi7

• Project Poster
– Upload Due: Tue, Dec 10 at 11:59pm
– Presentations: Fri, Dec 13 at 1pm-4pm

• Project Final Report
– Due: Fri, Dec 13 at 11:59pm

• Project Code Upload
– Due: Fri, Dec 13 at 11:59pm
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Poster Printing

• if you need to modify your
poster to include a small
update, consider paper and
tape

• or reprint the entire thing if
larger changes are needed
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Audio Understanding and Synthesis
• Outline
– working with audio data

• Mel spectrogram
– speech transcription (speech-to-text)

• Whisper
– speech generation (audio continuation)

• autoregressive audio codec models (AudioLM) 
– music generation

• MIDI generation (MusicTransformer) 
• audio tokenization (EnCodec)
• Text-to-music generation (e.g. MusicGen)

– combining speech and text models
• speech+text-to-text (SpeechVerse)
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AUDIO UNDERSTANDING & SYNTHESIS
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Working with Audio Data
• Pulse-code modulation (PCM) representation
– an audio recording device takes many samples of pressure (amplitude) 
– a raw audio file has several parameters:

• # of channels (e.g. stereo has two)
• bit depth (# of bits used to represent each amplitude)
• sampling rate (how many samples are taken per second)

– example: a 44.1 kHz 16-bit stereo recording has 44,100 samples per 
second, each sample consists of two 16-bit integers, one for each 
channel
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Figure from https://arxiv.org/abs/1609.03499 



Working with Audio Data
• Sound wave representation

– if we were recording audio of a single 
unchanging sound, we could run a single 
Fast Fourier Transform (FFT) to extract the 
sinusoidal waves that gave rise to the 
samples we observe

• Mel-spetrogram representation
– in practice sound changes over time and so 

we need to run many FFTs of overlapping 
windows to extract a usable representation 
of real audio

– the output of this process is a spectrogram, 
and can be easily visualized as an image

– to obtain a mel-spectrogram, we pass the 
frequencies through a frequency-to-mel 
map
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Figure from https://kinder-chen.medium.com/denoising-data-with-fast-fourier-transform-a81d9f38cc4c 

Figure from https://towardsdatascience.com/audio-deep-learning-made-simple-part-2-why-mel-spectrograms-
perform-better-aad889a93505

Figure from https://www.sfu.ca/sonic-studio-webdav/handbook/Mel.html



Speech Transcription: Whisper
• Speech transcription is 

the task of taking in the 
audio of speech and 
generating the text 
transcript

• Whisper is an encoder-
decoder Transformer 
model for speech 
transcription

• The input is the log-mel-
spectrogram of the audio 
(3o second chunk) [16kHz, 
80 channels, 25 ms 
window, 10 ms stride]
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Figure from https://arxiv.org/abs/2212.04356 



Speech Transcription: Whisper
Whisper
• model is almost identical 

to Vaswani et al. (2017)
• encoder: output of two 

convolution layers 
(filter={3,3}, stride={1,2}) 
+ sinusoidal positional 
embeddings

• decoder: learned 
positional embeddings

• same # of transformer 
blocks in encoder / 
decoder (32)
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Figure from https://arxiv.org/abs/2212.04356 



Speech 
Transcription: 

Whisper
• many tasks are 

used to train a 
single model

• special tokens 
are used to 
indicate the type 
of task, the 
language, etc.

• timestamp 
tokens allow the 
generation of 
time-aligned 
transcripts
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Figure from https://arxiv.org/abs/2212.04356 



Speech 
Transcription: 

Whisper

• Large model has 1.5B 
parameters

• Training dataset is so 
large that only 2-3 
epochs are used
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Speech Transcription: Whisper

Results:
• Whisper closes the 

gap to human level 
performance on 
LibriSpeech English 
WER
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Figure from https://arxiv.org/abs/2212.04356 



Speech Transcription: Whisper

Results:
• Whisper closes the 

gap to human level 
performance on 
LibriSpeech English 
WER
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Figure from https://arxiv.org/abs/2212.04356 



Whisper Demo
• Transcript: Whisper is an automatic 

speech recognition (ASR) system trained 
on 680,000 hours of multilingual and 
multitask supervised data collected from 
the web. We show that the use of such a 
large and diverse dataset leads to 
improved robustness to accents, 
background noise and technical 
language. Moreover, it enables 
transcription in multiple languages, as 
well as translation from those languages 
into English. We are open-sourcing 
models and inference code to serve as a 
foundation for building useful 
applications and for further research on 
robust speech processing.

16

https://www.youtube.com/watch?v=zLP6oT3uqV8 

https://www.youtube.com/watch?v=zLP6oT3uqV8


Speech Transcription: Whisper

Results:
• strong performance 

on high resource 
languages

• not-so-strong 
performance on low 
resource languages

17
Figure from https://arxiv.org/abs/2212.04356 



Speech Transcription: Whisper

Results:
• capable of good 

speech translation 
performance on a 
wide variety of 
languages
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Figure from https://arxiv.org/abs/2212.04356 



Speech Transcription: Gemini
• Multimodal large language models (e.g. Gemini) are 

trained with many different modalities as input
• Gemini converts each audio input to 16kHz, then each 

second of audio is converted to 25 tokens
• Speech transcription follows naturally from this setup 

and allows interleaving of a text prompt with audio 
tokens

19Figure from https://www.promptingguide.ai/models/gemini

 



Audio Continuation: AudioLM

• a variety of models use an audio code to convert the audio 
signal to a sequence of discrete audio tokens

• we can then train a deep neural LM on these audio tokens 
and use it to generate speech, music, nature sounds, etc.
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Figure from http://arxiv.org/abs/2402.13236 



Audio Continuation: AudioLM
AudioLM consists of
• input: x a single channel audio input of length T=16000
• tokenizer model(s): 
– acoustic: SoundStream neural audio codec

• vocab size: N=1024
– semantic: w2v-BERT, a self-supervised model that returns a sequence of 

T’ discrete tokens 
• vocab size: K=1024 
• length T’ = T/640

• decoder-only Transformer model: 
– trained to maximize the sequence of discrete tokens from the tokenizer
– at test time: autoregressively decodes one token at a time 

• detokinizer model: SoundStream decoder

21
Figure from https://ieeexplore.ieee.org/document/10158503/?arnumber=10158503 



Audio Continuation: AudioLM
AudioLM consists of
• decoder-only Transformer model: 

– consists of three stages in a hierarchy
– each stage conditions on the output of the previous stage
– separate model for each stage to keep the lengths shorter
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Figure from https://ieeexplore.ieee.org/document/10158503/?arnumber=10158503 



Audio Continuation: AudioLM
• Demos: https://google-research.github.io/seanet/audiolm/examples/ 
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Figure from 

https://google-research.github.io/seanet/audiolm/examples/


Music Generation: Music Transformer
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Figure from http://arxiv.org/abs/1809.04281 



Music Generation: Music Transformer
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Figure from http://arxiv.org/abs/1809.04281 



Music Generation: Music Transformer
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Figure from http://arxiv.org/abs/1809.04281 



Music Generation: Music Transformer
• Demos: https://storage.googleapis.com/music-transformer/index.html 
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Figure from http://arxiv.org/abs/1809.04281 

https://storage.googleapis.com/music-transformer/index.html


Text-to-Music Generation: MusicGen

• MusicGen Model
– audio tokenizer: EnCodec [Défossez et al., 2022], which is a 

convolutional auto-encoder
– codebook interleaving: multiple token sequences are predicted in 

parallel 
– text prompt model: T5, Flan-T5, or CLAP
– melody prompt model: information bottleneck
– decoder model: transformer LM up to 3.3B parameters
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Figure from https://proceedings.neurips.cc/paper_files/paper/2023/hash/94b472a1842cd7c56dcb125fb2765fbd-Abstract-Conference.html



Text-to-Music Generation: MusicGen

• Demo: https://ai.honu.io/papers/musicgen/ 
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Figure from https://proceedings.neurips.cc/paper_files/paper/2023/hash/94b472a1842cd7c56dcb125fb2765fbd-Abstract-Conference.html

https://ai.honu.io/papers/musicgen/


Speech+Text to Text: SpeechVerse
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Figure from https://arxiv.org/abs/2405.08295



Speech+Text to Text: SpeechVerse
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Figure from https://arxiv.org/abs/2405.08295


