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Outline
● Prompt to prompt
● Diffuser API
● Code run-through

○ prompt2prompt.py
○ run_in_colab.ipynb

● Expected outputs



Prompt to prompt
● The spatial layout and geometry of the generated image depend on the 

cross-attention maps.
● The composition is determined in the early steps of the diffusion process. 



Method



Replacement



Injection Step



Method



Pseudo Code



Attention Mapping
Swapping attention scores for the tokens of one word to another can be intuitively represented with a matrix

● CLIP tokenizes sentences to a length of 77 with padding, so each matrix will by 77 by 77

● Suppose original word has n token and the replacement word has m

○ If n=m, the mapper matrix is simply the identity matrix

○ Otherwise, replacement occupies an area n*m of the matrix with values of 1/max(n, m)



Attention Mapping: 1 to 1 or N to N
Original: A haunt-ed house Modified: A magic-al house



Attention Mapping: 1 to N, N to 1
Original: A lion eating
Modified: A hippo-pot-amus eating

Original: A hippo-pot-amus eating
Modified: A lion eating



Attention Mapping: N to M
Original: An un-imagin-ably large house
Modified: An in-con-ceiv-ably large house



Diffuser API
Pipeline: Load models according to model id, which is a string

Model class includes attributes like:

● Tokenizer: output is a dictionary
● Text Encoder: output is an object
● VAE
● Scheduler



Diffuser API



Diffuser API



Code Run-through


