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Logistics

• On all slides, references are clickable and link to the paper

• Overview article with references: bit.ly/PeerReviewOverview

• Please ask questions. Feel free to interrupt! J

Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview


Scientific Digital Libraries

Peer Review

Nihar B. Shah, Carnegie Mellon University
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Challenge across many research fields

• Overwhelming desire for improvement
[surveys by Smith 2006, Ware 2008, Mulligan et al. 2013]

• “Let's make peer review scientific” [Rennie, Nature 2016]

“Peer review ... is a human system. Everybody involved brings prejudices,
misunderstandings and gaps in knowledge, so no one should be surprised that peer
review is often biased and inefficient. It is occasionally corrupt, sometimes a charade,
an open temptation to plagiarists. Even with the best of intentions, how and whether
peer review identifies high-quality science is unknown. It is, in short, unscientific.”

Nihar B. Shah, Carnegie Mellon University

https://journals.sagepub.com/doi/pdf/10.1177/014107680609900414
http://publishingresearchconsortium.com/index.php/prc-documents/prc-research-projects/35-prc-summary-4-ware-final-1/file
https://onlinelibrary.wiley.com/doi/pdf/10.1002/asi.22798?casa_token=dPaPwugEvsUAAAAA:Pv8bbCVNJO3wn8NQEk8IdjrXGBhIgZjPEs3S3-qaqGsf-VQFiAkMWmpUZGsOUKygH2Y1d3Z8wBoL_A
https://www.nature.com/articles/535031a


Several thousand submissions, exponential growth
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Hurts scientific progress and careers of researchers

“These long term effects arise due to the widespread prevalence of 
the Matthew effect (‘rich get richer’) in academia” [Merton 1968]

“an incompetent review may lead to the rejection of the 
submitted paper, or of the grant application, and the ultimate 
failure of the career of the author.” [Triggle et al. 2007]

Nihar B. Shah, Carnegie Mellon University

https://science.sciencemag.org/content/159/3810/56.short
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1994041/


Peer-review for grant proposals

Budget of several billions of $

Peer-evaluation of employees at companies

Can make or break careers

Nihar B. Shah, Carnegie Mellon University



“In public, scientists and scientific institutions celebrate truth 
and innovation. In private, they perpetuate peer review biases 
that thwart these goals… what can be done about it?”
[Lee 2015]

Nihar B. Shah, Carnegie Mellon University

https://www.journals.uchicago.edu/doi/abs/10.1086/683652


Tutorial Objectives

1) Challenges of systemic bias and unfairness in data from 

people, with a running application of peer review

2) Current research addressing these challenges

3) How can we contribute to address these important  

open problems?

Nihar B. Shah, Carnegie Mellon University



Broad applicability

• Challenges of systemic bias and unfairness

• Problems amplify when this data is used to train AI/ML systems

Peer grading

Hiring Admissions A/B testing Crowdsourcing

Product ratings

…

Healthcare Peer review

Distributed human evaluations:
Each item evaluated by few people, each person evaluates few items

Nihar B. Shah, Carnegie Mellon University



• Miscalibration

• Noise

• Subjectivity

• Bias regarding author identities

• Norms and policies

• Fraud

Nihar B. Shah, Carnegie Mellon University



Noise

I don’t know much about this area. 
Weak reject I guess…

[Chapter 3 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview


Noise and reviewer assignment

Poor reviews due to inappropriate choice of reviewers

“one of the first and potentially most important stages is the one that attempts to 
distribute submitted manuscripts to competent referees.” [Rodriguez et al. 2007]

Top reason for dissatisfaction: “Reviewers or panelists not expert in the field, 
poorly chosen, or poorly qualified” [McCullough 1989]

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/cs/0605110
https://www.jstor.org/stable/pdf/689671.pdf?casa_token=zNuUPkbs_NEAAAAA:puGig_ViQ-aB9fJQjyUbBjGK36X6Xq8qH068xy5AJspB8AdD4tSD6ywawFt0sPDR4s59NWSsaYLRIw6Dmfe5UdeszdggI6skBVSo1rkroKZp0nei-w


Automated assignment

• For every pair (paper !, reviewer "), similarity score #!" ∈ [&, (]
• Higher similarity score ⇒ Better envisaged quality of review

• Based on
- Match text of submitted paper with reviewer’s past papers
- Match chosen subject areas
- Reviewer bids

Compute 
similarities

Assignment
• Use similarity scores to assign reviewers to papers…

(Used in AAAI, NeurIPS, ICML,…)

[Mimno et al. 2007, 

Rodriguez et al. 2008, Charlin

et al. 2013, Liu et al. 2014]

Nihar B. Shah, Carnegie Mellon University

https://dl.acm.org/citation.cfm?id=1281247
https://arxiv.org/pdf/cs/0605112
https://openreview.net/pdf?id=caynafZAnBafx
https://dl.acm.org/citation.cfm?id=2645749


Assignment: Maximize total similarity

maximize
!""#$%&'%(

'

) ∈ +!,'-"

'

. ∈/'0#'1'-"

(). ) paper , assigned to reviewer 5

subject to
Every paper gets at least certain #reviewers
Every reviewer gets at most certain #papers
No paper is assigned to conflicted reviewer

[Conference management systems: TPMS (Charlin and Zemel 2013), EasyChair, HotCRP] 
[Goldsmith et al. 2007, Tang et al. 2010, Charlin et al. 2012, Long et al. 2013]

(Used in AAAI, NeurIPS, ICML,…)

Nihar B. Shah, Carnegie Mellon University

https://openreview.net/pdf?id=caynafZAnBafx
http://easychair.org/
https://hotcrp.com/
https://www.aaai.org/Papers/Workshops/2007/WS-07-10/WS07-10-008.pdf
https://ieeexplore.ieee.org/abstract/document/5616179/
https://arxiv.org/pdf/1202.3706
http://www.cse.ust.hk/~raywong/paper/paperAssign-technical.pdf


Toy example

Paper A Paper B Paper C

Reviewer 1 1 0 0.5

Reviewer 2 0.7 1 0

Reviewer 3 0 0.7 0

•One reviewer per paper

•One paper per reviewer

Assignment is unfair to paper C

[Stelmakh et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/abs/1806.06237


Toy example

•One reviewer per paper

•One paper per reviewer

Assignment is unfair to paper C

There exists another more balanced assignment

[Stelmakh et al. 2018]

Paper A Paper B Paper C

Reviewer 1 1 0 0.5

Reviewer 2 0.7 1 0

Reviewer 3 0 0.7 0

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/abs/1806.06237


Common approach: Maximize total similarity

• Unbalanced: Can assign all relevant reviewers to some 

papers and all irrelevant reviewers to others [Stelmakh et al. 2018]

• Can be particularly unfair to interdisciplinary papers

• On CVPR 2017 data, assigns at least one paper all reviewers 
with 0 similarity (there are other assignments that do much better) 
[Kobren et al. 2019]

maximize!""#$%&'%( 8

) ∈ +!,'-"
8

. ∈/'0#'1'-"
9). : paper p assigned to reviewer E

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/abs/1806.06237
https://arxiv.org/pdf/1905.11924


More balanced assignment

maximize
!""#$%&'%(

minimum
) ∈ +!,'-"

'

. ∈/'0#'1'-"

(). ) paper p assigned to reviewer r

subject to
Every paper gets at least certain #reviewers
Every reviewer gets at most certain #papers
No paper is assigned to conflicted reviewer

• NP Hard [Garg et al. 2010]

• Approximation algorithm (“PeerReview4All”)
• Statistical guarantees on overall top-K selection

Fix assignment for the worst-off paper argmin
! ∈ #$%&'(

Repeat for remaining papers

[Stelmakh et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://link.springer.com/content/pdf/10.1007/s00453-009-9386-0.pdf
https://arxiv.org/abs/1806.06237


Evaluation

[Evaluations by Kobren et al. 2019]

• TPMS algorithm optimizes sum similarity

• PeerReview4all algorithm [Stelmakh et al. 2018] optimizes minimum similarity
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Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1905.11924
https://arxiv.org/abs/1806.06237


Noise: Open problems

• Better computation of similarities
• Interdisciplinary papers
• Joint similarity computation and assignment 

[Mimno et al. 2007, Rodriguez et al. 2008, Charlin et al. 2013, Liu et al. 2014, Tran et 
al. 2017]

• Fair and improved bidding process [Fiez et al. 2019, Meir et al. 2020]

• How to combine various sources of data to form similarities?
• Currently use an arbitrary pre-defined formula
• NeurIPS 2016: Similarity = 2bid (text-match + subject-match) [Shah et al. 2018]

OPENOPEN

Nihar B. Shah, Carnegie Mellon University

https://dl.acm.org/citation.cfm?id=1281247
https://arxiv.org/pdf/cs/0605110
https://openreview.net/pdf?id=caynafZAnBafx
https://dl.acm.org/citation.cfm?id=2645749
https://ieeexplore.ieee.org/abstract/document/7956540/
https://realworld-sdm.github.io/paper/38.pdf
http://www.agent-games-2020.preflib.org/wp-content/uploads/2020/05/MarketReviews.pdf
https://www.jmlr.org/papers/volume19/17-511/17-511.pdf


Fraud

I’ll game the system 
to get my papers in! 

Ha ha ha!

[Chapter 4 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview


Fraud

1. Lone wolf

2. Coalition

Nihar B. Shah, Carnegie Mellon University



Fraud: Lone wolf

Giving lower scores to other 
papers will increase chances 

of my own paper getting 
accepted! Ha ha ha ha!

Nihar B. Shah, Carnegie Mellon University



An experiment

[Balietti et al., 2016]

1. Make a drawing
2. Enter one of 3 “exhibitions”
3. Peer review others’ drawings
4. Possibly win an award

…

• Each participant knows which exhibition their drawing belongs, and if it is competitive or not
• Each participant also told the exhibition to which the drawings they are reviewing belong

CompetitiveNon-competitive
Top certain fraction in 
each exhibition win award

All above certain 
threshold get award

Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/pnas/113/30/8414.full.pdf


[Balietti et al., 2016] Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/pnas/113/30/8414.full.pdf


Giving a lower score increases chances 
of their drawing getting an award

[Balietti et al., 2016] Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/pnas/113/30/8414.full.pdf


• “competitive sessions produce considerably more [strategic] reviews”

• “the number of [strategic] reviews increases over time”

Also [Anderson et al. 2007, Langford 2008 (blog), Akst 2010, Thurner and Hanel 2011]

[Balietti et al., 2016]

“This result provides further evidence that a substantial amount of gaming 

of the review system is taking place… competition incentivizes reviewers 

to behave strategically, which reduces the fairness of evaluations”

Nihar B. Shah, Carnegie Mellon University

https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/article/10.1007/s11948-007-9042-5&casa_token=4EgYS6ZWFsYAAAAA:PsuenJkTNGuamfnDUHNRwm_-2VcZ0uBOYRkm-Hl5MtwO8jkLKvkqkBKCYDBiupAkv_yVbkowKIvezqQ
http://hunch.net/?p=499
https://www.the-scientist.com/uncategorized/i-hate-your-paper-43153
https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/article/10.1140/epjb/e2011-20545-7&casa_token=L5bWEeqx2k8AAAAA:H6jezg392rcJXtsbgbX-b-glvdcu400Ih7IGcGcOexZGX68DBcvCzNs0AzVPhdvqlmUL1t5muEKPvuE
https://www.pnas.org/content/pnas/113/30/8414.full.pdf


How to make peer review strategyproof?

Papers Reviewers

Given: Authorship graph

How to ensure that no reviewer 
can influence decision of their 

own paper?

Nihar B. Shah, Carnegie Mellon University



Partitioning method

[Alon et al. 2011, Holzman et al. 2013, Bousquet et al. 2014, Fischer et al. 2015, Kurokawa et al. 2015, 
Kahng et al. 2017; see also Aziz et al. 2019, Mattei et al. 2020]

A

B

A

B

C

Primarily studied for peer grading

C

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/0910.4699
https://onlinelibrary.wiley.com/doi/pdf/10.3982/ECTA10523?casa_token=5rMfK2DgzfkAAAAA:B2gPhaLaHaweIcyPciUkDetbqaJ4ldyZ2N6p7E_eNhCKw7gLsFdmAvabtax-HvOvZyOA70yyGzaH
https://arxiv.org/pdf/1407.8535
https://epubs.siam.org/doi/pdf/10.1137/140995775?casa_token=nHyH4PzHfVsAAAAA:rtR1zouHihTKexg_4E2uC6F-FPbSpS2OAbrrD8r2qW7o8tHldJi2sdtEUPEHWDRFLPlkKXalZw
https://www.aaai.org/ocs/index.php/IJCAI/IJCAI15/paper/download/11063/10745
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/download/17019/15796
https://arxiv.org/pdf/1604.03632.pdf
https://arxiv.org/pdf/2004.14939.pdf


?
?

Can the partitioning method work 
for peer-review conflict graphs?

Peer grading

1-1 conflict graphs
Conference peer review

More complex conflict graphs

[Xu et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06266


ICLR empirical evaluation (authorship conflicts)

Q1. Is partitioning of conflict graph feasible?

Yes! 

• 372 reviewers and 133 papers in largest connected component
∴ Assigned reviewers may lack expertise.

Q2. How does assignment quality fare under strategyproofness?

• Heuristics for more flexibility: Removing 3.5% of reviewers from the 
reviewer pool reduces size of the largest component by 86%

253 disjoint components

[Xu et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06266


Fraud (Lone wolf): Open problems

• Maximum sum similarity under partitioning-based 
method? [Xu et al. 2018]

• Is strategyproofing possible when conflict graph cannot 
be partitioned? [Aziz et al. 2019]

• Detecting such fraud [Stelmakh et al. 2021]

OPEN

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06266
https://arxiv.org/pdf/1604.03632.pdf
https://arxiv.org/pdf/2010.04041.pdf


Fraud: Coalition Why don’t you bid on my 
paper and give it a 

positive review. I’ll return 
the favor by accepting 
your grant proposal.

Sounds like 
a plan!

Nihar B. Shah, Carnegie Mellon University



“investigators found that a group of PC members and authors colluded 
to bid and push for each other’s papers. They give high scores to the 
papers. Our process is not set up to combat such collusion.”

[https://medium.com/@tnvijayk/potential-organized-fraud-in-acm-ieee-computer-architecture-conferences-ccd61169370d]

Such collusions also uncovered in conferences in other research areas and in grant reviews
[Lauer 2020, Littman 2021]

Nihar B. Shah, Carnegie Mellon University

https://medium.com/@tnvijayk/potential-organized-fraud-in-acm-ieee-computer-architecture-conferences-ccd61169370d
https://cacm.acm.org/magazines/2021/6/252840-collusion-rings-threaten-the-integrity-of-computer-science-research/fulltext
https://nexus.od.nih.gov/all/2020/01/10/case-study-in-review-integrity-asking-for-favorable-treatment/
https://cacm.acm.org/magazines/2021/6/252840-collusion-rings-threaten-the-integrity-of-computer-science-research/fulltext


Defense 1: Conflicts of Interest

“There is a chat group of a few dozen authors who in subsets work on 
common topics and carefully ensure not to co-author any papers with 
each other so as to keep out of each other’s conflict lists (to the extent 
that even if there is collaboration they voluntarily give up authorship 
on one paper to prevent conflicts on many future papers).”

CoI

• Colluders may not be collaborators/colleagues 

• Colluders skirt conflicts-of-interest detectors

• Don’t assign papers to collaborators/colleagues of authors

Challenges:

Nihar B. Shah, Carnegie Mellon University



Defense 2: Detect or Remove Rings

• A reviewer may target an author’s paper, and author 
may offer quid pro quo elsewhere.

Rings
[Guo et al. 2018]

Challenges:

Nihar B. Shah, Carnegie Mellon University

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8390343


Defense 3: Detect Malicious Bids / Disable Bids
Bids

• Bidding is easily gameable [Jecmen et al. 2020, Wu et al. 2021]

• Via strategic bidding, reviewers can increase chances of getting assigned a paper 
from ~10% to ~90% [Jecmen et al. 2020]

• Remove outlier bids [Wu et al. 2021]

• Use bids from all reviewers as labels to train a machine learning model which predicts bids based on 
the other sources of data. 

• Use this predictive model as the similarities for making the assignment. 
• Mitigates dishonest behavior by de-emphasizing bids that are significantly different from the other 

data sources.
Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2010.04041.pdf
https://arxiv.org/pdf/2102.06020
https://arxiv.org/pdf/2010.04041.pdf
https://arxiv.org/pdf/2102.06020


Defense 3: Detect Malicious Bids / Disable Bids
Bids

• Other aspects of automated assignment systems, like subject 
area choices or reviewer profiles, can also be gamed
“TPMS can be gamed through rare keywords” [Ailamaki et al. 2019]

Challenges:

Nihar B. Shah, Carnegie Mellon University

https://sigmodrecord.org/publications/sigmodRecord/1906/pdfs/07_Reports_Ailamaki.pdf


Defense 3: Detect Malicious Bids / Disable Bids
Bids

PDF embedding attacks on text-matching [Markwood et al. 2017; Tran and Jaiswal 2019]

Challenges:

Each review in peer review will undergo review.

Visible to humans:

Font 0: Default
Font 1: m → r, i → e, n → v
Font 2: o → e, n → w

Each minion in peer minion will undergo minion.

Visible to an automated plain-text parser:

• Most frequent word in colluding paper: “review”
• Most frequent word in colluding reviewer’s previous papers: “minion”
• PDF allows authors to define their own fonts:

• Appropriately choose fonts for rendering text in submitted paper

→

Nihar B. Shah, Carnegie Mellon University

https://www.usenix.org/system/files/conference/usenixsecurity17/sec17-markwood.pdf
https://ieeexplore.ieee.org/iel7/8966519/8992916/08992996.pdf?casa_token=mJRmLzX9S6oAAAAA:CApiwm6DpRde2sFkRYHjESb4VUW1rSUI3LjkAOaF1AwWnTie3nQSx2Re8_tG3ZkGDNjQtNL6


Defense 3: Detect Malicious Bids / Disable Bids
Bids

“They exchange papers before submissions and then either bid or get assigned to review 
each other’s papers by virtue of having expertise on the topic of the papers. "

Colluding reviewers may already have expertise for that paper, 
and can be assigned even without bids

Challenges:

Nihar B. Shah, Carnegie Mellon University



Defense 4: Mitigating strategy

Idea! 

Assign reviewers to papers 
uniformly at random!

Problem: Assigned reviewers        
may not have expertise

Miti-

gate

Nihar B. Shah, Carnegie Mellon University



Defense 4: Mitigating strategy

Idea 2.0!

Trade off between 
randomness and expertise
via controlled randomness 
in the assignment

[Jecmen et al. 2020] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2010.04041.pdf


Recall: Automated assignment

maximize
!""#$%&'%(

'

) ∈ +!,'-"

'

. ∈/'0#'1'-"

(). ) paper , assigned to reviewer 5

subject to
Every paper gets 3 reviewers
Every reviewer gets at most 3 papers
No paper is assigned to conflicted reviewer

Nihar B. Shah, Carnegie Mellon University



Randomized assignment

Program chairs specify matrix 8 ∈ [;, =]#GHGIJK × #JIMNIOIJK such that

P(reviewer r is assigned to paper p) ≤ 8PQ ∀A, B

• Can choose a constant matrix (e.g., all entries 0.5)
• Or can choose C based on other information/requirements

[Jecmen et al. 2020] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2010.04041.pdf


Randomized assignment

maximize
!""#$%&'%(

'

) ∈ +!,'-"

'

. ∈/'0#'1'-"

(). ) paper , assigned to reviewer 5

subject to
Every paper gets 6 reviewers
Every reviewer gets at most 6 papers
No paper is assigned to conflicted reviewer

Sample an assignment at random so that
Every paper gets 3 reviewers
Every reviewer gets at most 3 papers
P(any reviewer assigned to any paper) ≤ 0.5

Example: DNR = 0.5 ∀ F, G

[Jecmen et al. 2020] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2010.04041.pdf


How about expertise?

Any reviewer has at best a 50% chance of getting a paper
Sum similarity is 90% of original

[Jecmen et al. 2020]

ICLR 2018

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2010.04041.pdf


Fraud (Coalitions): Open problems

• Detect such fraud [Wu et al. 2021]

• (Game-theoretic) equilibria?
• Game between program chairs and colluders

• Other kinds of dishonest behavior [Ferguson et al. 2014, Gao et al. 

2017, Lauer et al. 2019]

OPEN

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2102.06020
https://www.nature.com/news/publishing-the-peer-review-scam-1.16400
https://www.nature.com/articles/546033a
https://nexus.od.nih.gov/all/2019/06/25/breaches-of-peer-review-integrity/


Miscalibration

This is a moderately 
decent paper. 

8/10
This is a moderately 

decent paper. 
4/10.

[Chapter 5 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview


Miscalibration in ratings

“A raw rating of 7 out of 10 in the absence of any other information is 
potentially useless.”   [Mitliagkas et al. 2011]

“The rating scale as well as the individual ratings are often arbitrary 
and may not be consistent from one user to another.” [Ammar et al. 2012]

“[Using rankings instead of ratings] becomes very important when we 
combine the rankings of many viewers who often use completely different 
ranges of scores to express identical preferences.” [Freund et  al. 2003]

Nihar B. Shah, Carnegie Mellon University

https://ieeexplore.ieee.org/abstract/document/6120296/
https://dl.acm.org/citation.cfm?id=2254799
http://www.jmlr.org/papers/volume4/freund03a/freund03a.pdf


Unfairness in peer review

“the existence of disparate categories of reviewers creates the potential
for unfair treatment of authors. Those whose papers are sent by chance to
assassins/demoters are at an unfair disadvantage, while zealots/pushovers
give authors an unfair advantage.”

[Siegelman 1991]
Nihar B. Shah, Carnegie Mellon University

https://www.semanticscholar.org/paper/Assassins-and-zealots%3A-variations-in-peer-review.-Siegelman/d52c01f738c4f4e1156403d4f0e7bd2e85f4d140


Two approaches in the literature

Nihar B. Shah, Carnegie Mellon University



Assume simplified (affine) models for calibration1

[Paul 1981, Flach et al. 2010, Roos et al. 2011, Baba et al. 2013, Ge et al. 2013, Mackay et al. 2017]

• Every paper i has some “true” quality ϴi
• Every reviewer j has two implicit parameters ⍺j and βj

• Model assumes that score given by reviewer j to a paper i:
⍺j ϴi + βj + noise

• Algorithms estimate ϴi’s (as well as ⍺j’s and βj’s) from observed scores

Nihar B. Shah, Carnegie Mellon University

https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.2044-8317.1981.tb00630.x?casa_token=rhcCONObPS4AAAAA:Ko0bd5PClxSOo9lvJDcix0glOn2OX7bFjq5MHgbdTiNKbk9yuY2j3_Q_6WC2XrDbDy0qD4RwSv5Gyg
https://dl.acm.org/citation.cfm?id=1809413
https://www.aaai.org/ocs/index.php/AAAI/AAAI11/paper/viewPDFInterstitial/3578/3850
https://dl.acm.org/citation.cfm?id=2487600
http://mlg.eng.cam.ac.uk/hong/unpublished/nips-review-model.pdf
https://royalsocietypublishing.org/doi/pdf/10.1098/rsos.160760


• Did not work well [NeurIPS 2016 program chairs; personal communication]

• “We experimented with reviewer normalization and generally found it 
significantly harmful.” [Langford (ICML 2012 program co-chair)]

true value
re

po
rt

ed
 v

al
ue

[Brenner et al. 2005]
Miscalibration is quite complex:

overp
re

dictio
n

underp
re

dictio
n

overe
xtre

m
ity

undere
xtre

m
ity

Assume simplified (affine) models for calibration1

Nihar B. Shah, Carnegie Mellon University

http://hunch.net/?p=2517
https://www.sciencedirect.com/science/article/pii/S0749597805000051


• Use rankings induced by ratings or directly collect rankings
• Commonly believed to be the best option if no assumptions on miscalibration

[Rokeach 1968, Freund et al. 2003, Harzing et al. 2009, Mitliagkas et al. 2011, Ammar et al. 2012, Negahban et al. 2012]

Use rankings2

Is it possible to do better using ratings than rankings, 
with essentially no assumptions on the miscalibration?

But decisions need to be randomized.Yes! [Wang et al. 2018]

Nihar B. Shah, Carnegie Mellon University

https://academic.oup.com/poq/article-pdf/32/4/547/5286557/32-4-547.pdf?casa_token=_8NnMT0IjMsAAAAA:OKMRkieVjXaVKxa3a86ZNBf3KcKuNNoiKm_6qaePLBbIYRetPZXmu74vxBuWk-fWdodn4OmEohA
http://www.jmlr.org/papers/volume4/freund03a/freund03a.pdf
http://www.academia.edu/download/30572044/ranking.pdf
https://ieeexplore.ieee.org/abstract/document/6120296/
https://dl.acm.org/citation.cfm?id=2254799
https://papers.nips.cc/paper/4701-iterative-ranking-from-pair-wise-comparisons.pdf
https://arxiv.org/pdf/1806.05085


Miscalibration: Open problems

OPEN

• Use rankings and ratings together
• E.g., use rankings to break ties in ratings
• About 40% of ratings given by a reviewer to a pair of papers are 

tied in NeurIPS 2016 [Shah et al. 2018 Section 3.8.1]

• Very small sample size per reviewer (especially in conferences)
• Approach: Privacy-preserving sharing of some data [Ding et al. 2021]

• Estimate of reviewer calibration from past conferences
• Should not hurt reviewer confidentiality

• Better models and calibration algorithms
• Capture more complexity than affine

Nihar B. Shah, Carnegie Mellon University

https://www.jmlr.org/papers/volume19/17-511/17-511.pdf
https://arxiv.org/pdf/2006.16385


Subjectivity

Too many spelling 
mistakes. Strong reject.

Spelling mistakes are 
ok. The content is 

great. Strong accept.

[Chapter 6 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview
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Subjectivity

1. Commensuration bias

2. Confirmation bias 

3. Dr. Fox effect

4. Hindering novelty
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[Kerr et al. 1977, Bakanic et al. 1987, Hojat et al. 2003, Church 2005, Lamont 2009, Lee 2015]

Novel ideas!

Improves 5% 
over existing

Novelty is not 
useful unless 
improvement 

by at least 10%

Novelty is 
extremely 
importantREJECT

ACCEPT

ACCEPT

ACCEPT

Differing opinions about relative importance of criteria

Nihar B. Shah, Carnegie Mellon University

https://www.jstor.org/stable/pdf/255467.pdf?casa_token=ogqfSk51myoAAAAA:VCcTxy07MuRLDSAhfs603i_eUtyQtkbpHcLt7Unq1ApJOUFyAfZf2pdriTZkYMeIPNod2jsd82CoQEUZtPr2PPfCtXnEauCKh3uMiEgNQJZ6A7a__Q
https://www.jstor.org/stable/pdf/2095599.pdf?casa_token=PoKuevITNgkAAAAA:3eeVXwn62qCQufRG7MDycOLGx7Fqy9sya_FKjsXg35gL09zaco_Ei1S9ym5vG5YLS0V69hiyZeLQAWeaINUieR47Z3eLYX38t7xZ6z8LmI0bWCVd6w
https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/content/pdf/10.1023/A:1022670432373.pdf&casa_token=xrH-3r49jjQAAAAA:9WJUtYa8v29C9VTjSEYe-mZgX4IztHkDEBVSrkYT3-NYUcEYjbu1d_RY7Wx05Ak1oqGOGlXuvz3uprs
https://www.mitpressjournals.org/doi/pdf/10.1162/089120105775299131
https://books.google.com/books?hl=en&lr=&id=slK0xmSu33MC&oi=fnd&pg=PP6&dq=How+professors+think&ots=h7rXj_hmqL&sig=4c6Crt-FBqioc__H1VqBCjGlN50
https://www.journals.uchicago.edu/doi/abs/10.1086/683652


“Illuminates how intellectual priorities in individual peer review judgments
can collectively subvert the attainment of community-wide goals”

[Lee 2015]

How to ensure that every paper is 
judged by the same yardstick?

Nihar B. Shah, Carnegie Mellon University

https://www.journals.uchicago.edu/doi/abs/10.1086/683652


• Reviewers asked to judge papers on k criteria

o E.g. (IJCAI 17): Originality, Relevance, Significance, Writing, Technical
o Give criteria scores in 0,1 S

• And an overall score in [0,1]

• Each reviewer has a coordinate-wise non-decreasing (subjective) mapping

from criteria scores in [0,1]S to overall score in [0,1]

Problem setting

Need a common mapping (from criteria to overall scores) for all reviews

[Noothigattu et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1808.09057


Handcrafted design?

AAAI 2013
• Similar goal
• Reviewers asked to score papers according to 8 criteria
• Program chairs provided detailed instructions on how to map criteria to an overall 

recommendation

• The goal was admirable, but handcrafted design did not work well
• For example, strong accept when paper gets a score of 5 or 6 (out of 6) for some 

criterion, and does not get a 1 for any criteria.
• Implies strong accept when 5 or 6 in clarity, but 2 in every other criterion

• Challenging to manually specify an 8-dimensional function

Nihar B. Shah, Carnegie Mellon University



• Obtain (criteria scores, overall score) ∈ 0,1 S × 0,1 for every review

• Learn a mapping LM: [0,1]S→ [0,1] from this data

• For every review, augment overall score with LM(criteria scores)

Data-driven approach: Learn a mapping

[Noothigattu et al. 2018]

Theorem (informal): The only mapping that satisfies three natural requirements is:

TU ∈ argmin
2:[5,7]!→ 5,7 ,
%:%;<'=-'!"#%$

8

-'0#'1"
|U(criteria scores given by reviewer to paper) – overall score given by reviewer to paper|

Using ML and social choice theory

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1808.09057


IJCAI 2017

• Writing and Relevance: Really bad - significant downside, really good - appreciated, in 
between - irrelevant.

• Technical quality and Significance: high influence; the influence is approximately linear.

• Originality: moderate influence.

[Noothigattu et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1808.09057
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Confirmation bias

Reviewers are favorable to those manuscripts 
whose results agree with the reviewer’s own views.

Nihar B. Shah, Carnegie Mellon University



Methods:…

Conclusion: 

Coffee is bad 

for health

Review: This is a 
poor paper fatally 
flawed methods. 

Reject!

Coffee

!

Review: This is a 
wonderful paper 

with rigorous 
methods. Accept!

Papers that agreed with reviewer’s views:
• rated as methodologically better
• as having better data presentation
• reviewer was less likely to catch mistakes in the paper.

[Mahoney 1977, Travis et al. 1991, Ernst et al. 1994]Nihar B. Shah, Carnegie Mellon University

https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/content/pdf/10.1007/BF01173636.pdf&casa_token=k6ZEdiMwIRsAAAAA:86AFQUGtaseH1QH-WPmyjmFj2uVkgD43bbojsw9rmZIB8C9YIvEUrNlkJYpZhQp_W2-Unb_uojoV8qq6
https://journals.sagepub.com/doi/pdf/10.1177/016224399101600303?casa_token=r1ww1RlWdLEAAAAA:0_oMbcD7jWxc2iF7gBAFbz-XsvmJ3MK5miXKxV9zY2Jhcf03B1aOkE9TZw3E3qEo7whY6NyXSBD8
https://www.translationalres.com/article/0022-2143(94)90011-6/fulltext


Subjectivity

1. Commensuration bias

2. Confirmation bias 

3. Dr. Fox effect

4. Hindering novelty

5. Interdisciplinary research
Nihar B. Shah, Carnegie Mellon University



Dr. Fox effect

Can complex presentation influence reviewers positively?

“acceptance via obfuscation”

Nihar B. Shah, Carnegie Mellon University



Dr. Fox effect

We add up 

the two 

values and…

Denote the two 

values as ⍺ and 

β and compute 

(⍺ + β) 

Too simple. 
Reject.

What an 
advanced 

paper. Accept

[Armstrong 1980]
Nihar B. Shah, Carnegie Mellon University

https://www.jstor.org/stable/pdf/25059887.pdf?casa_token=-O49icmtyAQAAAAA:IMZSpS-j4aaBbmRj9Z4G31aU_Ia_oR6DOsrVPxqV92F72n1IpdUAbJ1nwdQtsh-TvMpkb3Dt_JZESSf0GuOqhg2rOfaInTwZ57VvywLv56MDGt54zPc


Subjectivity

1. Commensuration bias

2. Confirmation bias 

3. Dr. Fox effect

4. Hindering novelty

Nihar B. Shah, Carnegie Mellon University



Hinders novelty

“Today reviewing is like grading: When grading exams, zero
credit goes for thinking of the question. When grading
exams, zero credit goes for a novel approach to solution.
(Good) reviewing: acknowledges that the question can be
the major contribution. (Good) reviewing: acknowledges
that a novel approach can be more important than the
existence of the solution.” [Naughton 2010]

“Reviewers love safe (boring) papers, ideally on a topic that has been
discussed before (ad nauseam)...The process discourages growth” [Church 2005]

Nihar B. Shah, Carnegie Mellon University

http://pages.cs.wisc.edu/~naughton/naughtonicde.pptx
https://www.mitpressjournals.org/doi/pdf/10.1162/089120105775299131


Subjectivity

1. Commensuration bias

2. Confirmation bias 

3. Dr. Fox effect

4. Hindering novelty

Nihar B. Shah, Carnegie Mellon University



Subjectivity: Open problems
• Statistical techniques to address commensuration bias

• How much do program-chair-specified criteria explain 
overall scores? 
• In NeurIPS 2016, 55 cases of a reviewer rating a paper strictly higher 

than another for all criteria but inverting the relative ranking of the 
two papers in the overall ordering [Shah et al. 2018 Section 3.9]

• Computational or policy-based methods to address other 
issues of subjectivity
• Automated finding of reviewer/paper characteristics

• Debiasing algorithms/policies 

OPEN

Nihar B. Shah, Carnegie Mellon University

https://www.jmlr.org/papers/volume19/17-511/17-511.pdf


Bias regarding author identities

True story
Review in PLOS ONE, 2015
Authors: Fiona Ingleby, Megan Head

It would probably be beneficial 
to find one or two male 

researchers to work with

[Chapter 7 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

https://www.sciencemag.org/news/2015/05/plos-one-ousts-reviewer-editor-after-sexist-peer-review-storm
http://bit.ly/PeerReviewOverview


Single blind versus double blind

A Principled Interpretation of Minion Speak

S. Overkill and F. Gru
Cartoony Minion University

In this paper we present a new understanding of…

A Principled Interpretation of Minion Speak

Anonymous Authors
Anonymous Affiliation

In this paper we present a new understanding of…

Nihar B. Shah, Carnegie Mellon University



Lot of debate!

Where is the evidence of bias in my research community?

How to rigorously test for biases in peer review?

Single blind can lead to gender/fame/race/… biases

Nihar B. Shah, Carnegie Mellon University



WSDM’17 experiment: Setup

SB DB

[Tomkins et al. 2018]

• Reviewers randomly split into single blind (SB) and double blind (DB) conditions
• Each paper assigned 2 SB reviewers and 2 DB reviewers

A remarkable experiment!

Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0


WSDM’17 experiment: Tests  for bias regarding…

• Gender
• Famous author
• Top university
• Top company
• From USA
• Academic institution
• Reviewer same country as author

[Tomkins et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0


WSDM’17 experiment: Testing procedure

• For any paper ', let (! = “intrinsic” value  of paper '
• Logistic model:

• Use DB reviewers to estimate (! for each paper '
• Fit decisions of SB reviewers into logistic model to estimate )’s

* single blind reviewer accepts paper '
= #

#$%&'()(*!$*"+# $∑$%%&'()%*+ , *,- ./'%0 1 2/3 /45260 /5507845% 9 ))

Test:    SV = 0 vs.    SV ≠ 0

(no bias) (bias)

[Tomkins et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0


WSDM’17 experiment: Findings

• Famous author
• Top university
• Top company

• At least one woman author

• From USA
• Academic institution
• Reviewer same country as author

WSDM moved to double blind from the following year.

Significant bias

Not statistically significant; high effect size
Meta analysis is statistically significant

No evidence of bias

[Tomkins et al. 2018] Nihar B. Shah, Carnegie Mellon University

https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0


!
CAUTION

Peculiar characteristics of peer review

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Statistical testing preliminaries

False alarm (Type I error) Claiming presence of bias when the bias is absent

Detection (1 - Type-II error) Claiming presence of bias when the bias is present

For a given ", must ensure

P(false alarm) ≤ "
Typical choice: 5 = 0.05

[Stelmakh et al., 2019]

Want high detection subject to false alarm control

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


!
CAUTION

Characteristic 0: Correlations between quality of papers and certain attributes
• Famous author
• Top university
• Top company

Combined with other characteristics…

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Characteristic 1: Reviews are noisy
Reviewers are imperfect (noisy)
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Must ensure: P(declare bias when no bias) ≤ 0.05

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Characteristic 2: Intra-reviewer dependency

Must ensure: P(declare bias when no bias) ≤ 0.05

Reviews of different papers by the same reviewer are dependent,
e.g., a reviewer may be lenient or strict

Fa
lse

 a
la

rm
 p

ro
ba

bi
lit

y

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Characteristic 3: Model complexity
Human evaluations may be more complex
than simple parametric/logistic models
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Must ensure: P(declare bias when no bias) ≤ 0.05

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Characteristic 4: Non-random assignment
Assignment of reviewers to papers is NOT random
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Must ensure: P(declare bias when no bias) ≤ 0.05

[Stelmakh et al., 2019] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


A solution

(1a) Initial assignment: Each paper assigned 2 reviewers; at most 1 paper per reviewer

(1b) Randomization: For each paper, send 1 reviewer to SB and 1 to DB uniformly at random

(1c) Final assignment: Assign remaining reviewers in any manner desired

Step 1: Experimental setup (Reviewer assignment)

Step 2: Statistical test (after getting reviews)

• Condition on triples from (1a) where reviewers disagree on their decisions
• Run permutation test at the level 5

[Stelmakh et al. 2019]

• No assumption of existence of any “true scores”
• Non-parametric model
• Guaranteed false alarm control

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1806.06237


Biases: Open problems

• Optimal detection for given false alarm control

• Tests on observational peer-review data [Thelwall et al. 2019, Tran et 

al. 2020, Shah et al. 2018]

• Biases in other review components such as program 
committee meetings and discussions

• Biases in text [Manzoor et al. 2021]

OPEN

Observational; uses the fact that ICLR switched from SB to DB

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1911.03379
https://arxiv.org/abs/2010.05137
http://www.jmlr.org/papers/volume19/17-511/17-511.pdf
https://arxiv.org/pdf/2010.15300


Norms and Policies

Alright, so here’s 
what everyone 

must do…

[Chapter 8 of bit.ly/PeerReviewOverview] Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview


Norms and Policies

1. Author incentives

2. Review quality

3. Author rebuttal

4. Discussions and group dynamics

Nihar B. Shah, Carnegie Mellon University
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Resubmission Bias

Many conferences ask authors to declare previous rejections of submitted paper

“authors must declare the resubmission by including a cover letter with their 
submission… should summarize the main reasons for rejection and should 
describe the changes the authors have made to address the reviewers’ 
comments. The cover letter should be inserted at the beginning of the 
submitted PDF, along with the previous reviews and previous anonymized 
rejected submission, before the 6+1 pages of the paper… A paper rejected 
from these conferences and omitting to declare resubmission will be directly 
rejected without further review.”

Nihar B. Shah, Carnegie Mellon University



Question

Do reviewers get biased when
they know that the paper they
are reviewing was previously
rejected from a similar venue?

Nihar B. Shah, Carnegie Mellon University



A controlled experiment

Control condition Test condition

• Auxiliary conference review process associated to ICML 2020
• 134 junior reviewers each reviewing 1 paper
• Randomly divided into:

[Stelmakh et al. 2021] Nihar B. Shah, Carnegie Mellon University

http://arxiv.org/abs/2011.14646


Key findings
• Reviewers give almost one point lower score on a 10-

point Likert item for the overall evaluation of a paper when 
they are told that a paper is a resubmission. 

• In terms of narrower review criteria, reviewers tend to 
underrate “Paper Quality” the most.

Implications.
• Informs debate on whether and how to use resubmission information. 
• Consider revealing resubmission information after the initial reviews are submitted.
• Consider whether reviews of rejected papers should be publicly available on systems 

like openreview.net and others.

[Stelmakh et al. 2021] Nihar B. Shah, Carnegie Mellon University

http://arxiv.org/abs/2011.14646


Rolling deadlines
• Majority of papers submitted at or near the deadline [Soergel et al. 2013]

• What if there is no deadline?
• Authors have time to polish paper
• Researchers don’t all have to use resources (such as compute) at the same time

• NSF experiment [Hand 2016] 
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Nihar B. Shah, Carnegie Mellon University

https://openreview.net/pdf?id=xf0zSBd2iufMg
https://www.sciencemag.org/news/2016/04/no-pressure-nsf-test-finds-eliminating-deadlines-halves-number-grant-proposals


Norms and Policies

1. Author incentives

2. Review quality

3. Author rebuttal

4. Discussions and group dynamics

Nihar B. Shah, Carnegie Mellon University



Novice Reviewers

“There is significant evidence that the process of reviewing papers in machine 
learning is creaking under several years of exponentiating growth.” [Langford 2018]
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Challenge 1. To avoid overloading reviewers, need to find new sources of reviewers.

Challenge 2. Ensure newly added reviewers can write reviews of good quality.

“Submissions are up, reviewers are overtaxed, and authors are lodging complaint 
after complaint’’ [McCook 2006]

Nihar B. Shah, Carnegie Mellon University

https://hunch.net/?p=9604328
https://go.gale.com/ps/i.do?id=GALE%7CA142096626&sid=googleScholar&v=2.1&it=r&linkaccess=abs&issn=08903670&p=AONE&sw=w


Common policy

Relax experience or seniority bar for reviewers
• Researchers with limited publication history
• 70% of reviewers in NeurIPS 2016 are PhD students

• Challenge 1 (more reviewers) ✓
• Challenge 2 (quality) ?

o “graduate students seem to be unable to provide very useful comments” [Patat et al. 2019]

o Junior reviewers are more critical than their senior counterparts [Mogul 2013]

Nihar B. Shah, Carnegie Mellon University

https://www.eso.org/sci/publications/messenger/archive/no.177-sep19/messenger-no177-3-13.pdf
https://dl.acm.org/doi/pdf/10.1145/2500098.2500112


Question

Can researchers with limited or no
publication history be recruited and
guided such that they enlarge the
reviewer pool of leading ML and AI
conferences without compromising the
quality of the process?

Nihar B. Shah, Carnegie Mellon University



An experiment

Mentoring
• In the actual conference, additional mentoring of selected reviewers by a senior researcher
• Additional guidelines
• There to answer questions
• Examples on how to review or participate in discussions etc.
• Point out common issues in reviews

[Stelmakh et al. 2021]

Supplement expansion of reviewer pool with:

Selection
• Auxiliary conference review process involving 134 junior reviewers.
• Reviews evaluated by authors of papers used in the experiment (authors 

happy to do so since they get good feedback on their paper)
• Invited 52 best reviewers for ICML 2020

Amount of additional work for organizers: Comparable to work of one area chair

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2011.15050.pdf


Key findings

• Reviews by experimental reviewers are comparable and/or of
higher-rated quality as compared to conventional reviews

• 30% of reviews written by experimental reviewers received
highest ratings by area chairs, compared to 14% for the main pool

• Experimental reviewers more engaged

• Experimental reviewers are junior but no more or less critical than
experienced reviewers

• Positive feedback from participants who appreciated the
opportunity to become a reviewer in ICML 2020

[Stelmakh et al. 2021] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2011.15050.pdf


Reviewer training and progression

Shadow program committee
• SIGCOMM 2005 [Feldmann 2005] and IEEE S&P 2017 [Parno et al. 2017]

• Separate committee of junior researchers to mirror the actual process
• Shadow committee decisions do not influence the actual decisions

What about long term? [Callaham et al. 2011, Joyner et al. 2020] 

• Quality of individual reviewers’ review quality reduces 
over time

• Possibly because of increasing time constraints or in 
reaction to poor-quality reviews they receive

Nihar B. Shah, Carnegie Mellon University

https://dl.acm.org/doi/pdf/10.1145/1070873.1070889?casa_token=csx8Y6Ed124AAAAA:Ib03miIdE9nuBpzypJEPVzTcf5JJ9YkSMSHhRJPK8G4l0-_1RRsyB8JqsaTExRfHK66wX5aO3utN
http://ieee-security.org/TC/Reports/2017/SP2017-%20PCChairReport.pdf
https://www.sciencedirect.com/science/article/pii/S0196064410012667?casa_token=fZ76rbG-NCEAAAAA:EORP3Bs0nWMaSNd77UnPKeA_p2aRwr8XWaCNX4Yxry0zyKv95-zwsQGHvZQ-TpRbUgio9Psccw
http://lucylabs.gatech.edu/b/wp-content/uploads/2020/07/Eroding-Investment-in-Repeated-Peer-Review-A-Reaction-to-Unrequited-Aid.pdf


Norms and Policies

1. Author incentives

2. Review quality

3. Author rebuttal

4. Discussions and group dynamics

Nihar B. Shah, Carnegie Mellon University



Do rebuttals change reviews?
NAACL 2015 [Daumé 2015]

• Rebuttal did not alter reviewers’ opinions much
• Most (87%) review scores did not change after the rebuttals
• Among those which did, scores were nearly as likely to go down as up
• Review text did not change for 80% of the reviews
• Does rebuttal lead to more discussions? Not really

NeurIPS 2016 [Shah et al. 2017]

• Fewer than 10% of reviews changed scores after the rebuttal

ACL 2017 [Kan 2017]

• Scores changed after rebuttals in about 15-20% of cases 
• Change was positive in twice as many cases as negative

Nihar B. Shah, Carnegie Mellon University

https://nlpers.blogspot.com/2015/06/some-naacl-2013-statistics-on-author.html
https://www.jmlr.org/papers/volume19/17-511/17-511.pdf
https://acl2017.wordpress.com/2017/03/27/author-response-does-it-help/


Do authors like rebuttals?

Survey of authors of accepted papers at 56 computer systems 
conferences [Frachtenberg et al. 2020]:

• About 90% of authors found rebuttal process helpful
• Non-native English speakers found it helpful at a slightly higher rate
• Authors who found the rebuttal process as helpful are only half as 

experienced (in terms of publication records, career stage, as well as 
program committee participation) as compared to the set of authors 
who did not find it helpful

Positive sentiment in other surveys [Parno et al. 2017]

Nihar B. Shah, Carnegie Mellon University

https://peerj.com/articles/cs-299/
http://ieee-security.org/TC/Reports/2017/SP2017-%20PCChairReport.pdf


Norms and Policies

1. Author incentives

2. Review quality

3. Author rebuttal

4. Discussions and group dynamics

Nihar B. Shah, Carnegie Mellon University



Consistency of discussions

• Each paper is independently reviewed 
by multiple reviewers

• Reviewers then see each others’ 
reviews and discuses the paper

• They arrive at a consensus on the paper

[Pier et al. 2017, Fogelholm et al. 2012, Obrecht 2007]
Nihar B. Shah, Carnegie Mellon University

https://academic.oup.com/rev/article/26/1/1/2997579?casa_token=dxnUEXLORGkAAAAA:O7mXniHkrJ5kbCfJkanxpXNGbIvjBLxO0_gb4THOqhVZOygu7-Bm_T-kYKmhFb7Yot4hFTa2HGxc
https://www.sciencedirect.com/science/article/pii/S089543561100148X?casa_token=wNCpZx573FsAAAAA:wuzi8t9Ix_a0EwLruAneK88tRQS5bk-YEJU1q4_ivwlGIIaIY4fY1Z9LdoW2Hrpp6BuUqzmbeQ
https://academic.oup.com/rev/article-pdf/16/2/79/4473518/16-2-79.pdf?casa_token=3skKh2ia9JQAAAAA:2TUryvMPDa3Ijnf1kPAloBRk_RVelm6kkzzrWWK3QEbPAj8djynOsAf-aashU4s-JJjdLYRryz8W


Do discussions 
improve consistency?

[Pier et al. 2017, Fogelholm et al. 2012, Obrecht 2007]
Nihar B. Shah, Carnegie Mellon University

https://academic.oup.com/rev/article/26/1/1/2997579?casa_token=dxnUEXLORGkAAAAA:O7mXniHkrJ5kbCfJkanxpXNGbIvjBLxO0_gb4THOqhVZOygu7-Bm_T-kYKmhFb7Yot4hFTa2HGxc
https://www.sciencedirect.com/science/article/pii/S089543561100148X?casa_token=wNCpZx573FsAAAAA:wuzi8t9Ix_a0EwLruAneK88tRQS5bk-YEJU1q4_ivwlGIIaIY4fY1Z9LdoW2Hrpp6BuUqzmbeQ
https://academic.oup.com/rev/article-pdf/16/2/79/4473518/16-2-79.pdf?casa_token=3skKh2ia9JQAAAAA:2TUryvMPDa3Ijnf1kPAloBRk_RVelm6kkzzrWWK3QEbPAj8djynOsAf-aashU4s-JJjdLYRryz8W


An experiment

• Multiple independent panels per paper (or proposal)
• Measure agreements

[Pier et al. 2017, Fogelholm et al. 2012, Obrecht 2007]
Nihar B. Shah, Carnegie Mellon University

https://academic.oup.com/rev/article/26/1/1/2997579?casa_token=dxnUEXLORGkAAAAA:O7mXniHkrJ5kbCfJkanxpXNGbIvjBLxO0_gb4THOqhVZOygu7-Bm_T-kYKmhFb7Yot4hFTa2HGxc
https://www.sciencedirect.com/science/article/pii/S089543561100148X?casa_token=wNCpZx573FsAAAAA:wuzi8t9Ix_a0EwLruAneK88tRQS5bk-YEJU1q4_ivwlGIIaIY4fY1Z9LdoW2Hrpp6BuUqzmbeQ
https://academic.oup.com/rev/article-pdf/16/2/79/4473518/16-2-79.pdf?casa_token=3skKh2ia9JQAAAAA:2TUryvMPDa3Ijnf1kPAloBRk_RVelm6kkzzrWWK3QEbPAj8djynOsAf-aashU4s-JJjdLYRryz8W


Key findings
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[Pier et al. 2017, Fogelholm et al. 2012, Obrecht 2007]
Nihar B. Shah, Carnegie Mellon University

https://academic.oup.com/rev/article/26/1/1/2997579?casa_token=dxnUEXLORGkAAAAA:O7mXniHkrJ5kbCfJkanxpXNGbIvjBLxO0_gb4THOqhVZOygu7-Bm_T-kYKmhFb7Yot4hFTa2HGxc
https://www.sciencedirect.com/science/article/pii/S089543561100148X?casa_token=wNCpZx573FsAAAAA:wuzi8t9Ix_a0EwLruAneK88tRQS5bk-YEJU1q4_ivwlGIIaIY4fY1Z9LdoW2Hrpp6BuUqzmbeQ
https://academic.oup.com/rev/article-pdf/16/2/79/4473518/16-2-79.pdf?casa_token=3skKh2ia9JQAAAAA:2TUryvMPDa3Ijnf1kPAloBRk_RVelm6kkzzrWWK3QEbPAj8djynOsAf-aashU4s-JJjdLYRryz8W


Influence of other reviews

Do reviewers get unduly 
influenced by other reviews?

[Teplitskiy et al. 2019]
Nihar B. Shah, Carnegie Mellon University

https://www.aeaweb.org/conference/2020/preliminary/paper/eSiYNk3H


An experiment

6/10

By the way, another 
reviewer gave 9/10

6/10
7/10

[Teplitskiy et al. 2019]
Nihar B. Shah, Carnegie Mellon University

https://www.aeaweb.org/conference/2020/preliminary/paper/eSiYNk3H


Key findings

• Reviewers updated the ratings they had given 47% of the time

• Women reviewers updated the ratings they had given 13% more
frequently than men

• Highly-cited reviewers updated 24% less than others

• Review ratings which were originally low were updated 38% less
than medium and high ratings. This asymmetry can favor
conservative proposals which may have low variance in ratings.

[Teplitskiy et al. 2019]
Nihar B. Shah, Carnegie Mellon University

https://www.aeaweb.org/conference/2020/preliminary/paper/eSiYNk3H


Herding in Discussions

Past research on human decision 
making shows that decision of a group 
can be biased towards the opinion of 
the group member who initiates the 
discussion. 

Problematic in peer review: Final decisions depends on who initiated discussion

Initial review Discussion

ML/AI conferences have a discussion (via typed comments in a forum) 
between reviewers of a paper after reviews are submitted.

There is no specified policy on who initiates the discussion.

Nihar B. Shah, Carnegie Mellon University



Question

Conditioned on a set of reviewers

who actively participate in a

discussion of a paper, does the final

decision of the paper depend on

the order in which reviewers join

the discussion?

Nihar B. Shah, Carnegie Mellon University



A controlled experiment

First ask the most negative reviewer
to start the discussion, then later
ask the most positive reviewer to
contribute to the discussion.

• Discussions in ICML 2020
• 1500 papers, 2000 reviewers
• Split papers uniformly at random into two groups

First ask most positive reviewer
to start the discussion, then later
ask the most negative reviewer
to contribute to the discussion.

Measure difference in outcomes

[Stelmakh et al. 2020] Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2011.15083.pdf


Key findings

[Stelmakh et al. 2020]

No difference 

in outcome

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2011.15083.pdf


Epilogue

Nihar B. Shah, Carnegie Mellon University



AI reviewers?

• Few recent attempts

• Not very successful

• Use AI to evaluate specific aspects of the paper

o Do experiments have an appropriate sample size?

o Do they report relevant metrics?

o Does it adhere to required format?

o Plagiarism

[Huang 2018, Wang et al. 2020, Yuan et al. 2021]

[Houle 2016, Foltynek 2019]

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/1812.08775
https://arxiv.org/pdf/2010.06119
https://arxiv.org/pdf/2102.00176
https://www.ariessys.com/wp-content/uploads/EMUG2016_PPT_StatReviewer.pdf
https://dl.acm.org/doi/fullHtml/10.1145/3345317


Open problems

• Address multiple challenges in tandem

OPEN

Nihar B. Shah, Carnegie Mellon University



Open problems

• Address multiple challenges in tandem

• Privacy-preserving techniques for researchers to use  
peer-review data [Ding et al. 2021, Jecmen et al. 2020]OPEN

“The main reason behind the lack of empirical studies on peer-review is the difficulty 
in accessing data.”

“We would prefer to make available the raw data used in our study, but after some 
effort we have not been able to devise an anonymization scheme that will 
simultaneously protect the identities of the parties involved and allow accurate 
aggregate statistical analysis. We are familiar with the literature around privacy 
preserving dissemination of data for statistical analysis and feel that releasing our 
data is not possible using current state-of-the-art techniques.”

[Balietti et al., 2016]

[Tomkins et al. 2018]

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2006.16385
https://arxiv.org/pdf/2010.04041.pdf
https://www.pnas.org/content/pnas/113/30/8414.full.pdf
https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0


Open problems

• Address multiple challenges in tandem

• Privacy-preserving techniques for researchers to use  
peer-review data [Ding et al. 2021, Jecmen et al. 2020]

• Evaluation metrics for peer-review algorithms and policies
• Meta-reviewers also suffer from similar issues
• Author feedback biased by decisions

• “Satisfaction [of the author with the review] had a strong, 
positive association with acceptance of the manuscript for 
publication... Quality of the review of the manuscript was 
not associated with author satisfaction” [Weber et al. 2002]

• Some initial work on debiasing [Wang et al. 2021]
• Using citations as metric has other challenges

OPEN

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2006.16385
https://arxiv.org/pdf/2010.04041.pdf
https://jamanetwork.com/journals/jama/articlepdf/194976/joc11830.pdf
https://arxiv.org/pdf/2012.00714


Open problems

• Address multiple challenges in tandem

• Privacy-preserving techniques for researchers to use  
peer-review data [Ding et al. 2021, Jecmen et al. 2020]

• Evaluation metrics for peer-review algorithms and policies

• More experiments: Science for science!

OPEN

Nihar B. Shah, Carnegie Mellon University

https://arxiv.org/pdf/2006.16385
https://arxiv.org/pdf/2010.04041.pdf


Conclusions

•Many sources of biases and unfairness in peer review

•Urgent need to systematically address challenges in peer 
review, at scale

- Lot at stake: Careers, Scientific progress

• Lots of open problems!
- Exciting

- Theoretical / Applied / Conceptual

- Challenging

- Impactful

Nihar B. Shah, Carnegie Mellon University



"Piled Higher and Deeper" by Jorge Cham

Thank you! Questions?
bit.ly/PeerReviewOverview

nihars@cs.cmu.edu
Nihar B. Shah, Carnegie Mellon University

http://bit.ly/PeerReviewOverview
mailto:nihars@cs.cmu.edu

