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Generalization
● The ability to generalize beyond the training set is the essence of machine 

learning
● Assume the training and test data both come from the same fixed 

distribution







Sample Complexity: Realizable Case
● First, assume there exists h in H consistent with the sample

Theorem: 

labeled examples are sufficient s.t. with prob >1-δ, all h∊H 

with errD (h)≥ε have errS (h)≥0

● What does this tell us?



Sample Complexity: Agnostic Case
● What if there is no h in H consistent with the sample?

Theorem: 

labeled examples are sufficient s.t. with prob >1-δ, all h∊H 

satisfy |errD (h) - errS (h)|< ε

● What does this tell us?



But what if our hypothesis class is infinite??
● Many hypothesis classes we’ve seen are infinite.
● Linear separators
● Thresholds on a real line

VC Dimension! Measures the complexity of the hypothesis class



VC Dimension



VC Dimension Bounds

Theorem: 

labeled examples are sufficient s.t. with prob >1-δ, all h∊H 

with errD (h)≥ε have errS (h)≥0

● Examples??



Examples of VC dimension



Examples of VC dimension



Examples of VC Dimension
What is the VC dimension of f(x) = sin(αx), for all α ?



Training Error vs Test Error


