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Model Selection
Aim: to find a hypothesis function that has the lowest error rate over the 
distribution

What does realizable mean?

What does agnostic mean?

Note: we want the true error to be as low as possible, but we CANNOT 
measure that, so we bound the error of the distribution by the error of the 
sample



Model Selection



Structural Risk Minimization



Linear Regression
Aim: to construct a predictor that minimizes error (based on how you choose 
to quantify error)

Univariate Case: fit a line of the form f(x) = a + bx to the data

Multivariate Case: fit f(x) = Xb, where X = [x1, x2, ...xn] and b = [b1, b2...bn]T



Practice Questions for Linear Regression















Practice with Model Complexity

On the graph,
● Curve of the training error?
● Curve of the test error?
● Optimal model complexity?
● Region of underfitting?
● Region of overfitting?

What happens when we double the dataset?


