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Research Interests

My research is in machine learning, artificial intelligence, optimization, reinforcement learn-
ing, data mining, robotics, sensing, and sensor networks. My efforts are focused on the use
of these methods across science, government, and commercial applications.

Education

Ph.D. (Computer Science), University of Rochester, December 1994.
Thesis title: “Intelligent Experimentation for Robot Skill Learning”
Thesis advisor: Christopher M. Brown.

M.S. (Computer Science, EE minor), Michigan State University, June 1990.

B.S. (Computer Science, EE minor), Michigan State University, June 1988.

Employment
7/13-present Research Professor, Carnegie Mellon, Robotics Institute, Pittsburgh, PA

2/15-9/18 Sr. Engineering Manager, Uber Advanced Technologies Group, Pitts-
burgh, PA

ATG develops Uber’s self-driving cars. Built and led teams developing ma-
chine learning and data science based approaches to autonomy onboard and
offboard the vehicles.

7/04-6/13 Associate Research Professor, Carnegie Mellon, Robotics Institute,
Pittsburgh, PA

8/04-7/06 Chief Informatics Officer, Psychogenics, Inc., Tarrytown, NY

PGI focuses on in vivo CNS drug discovery. Assembled the informatics group
and led the development of new machine learning based drug discovery meth-
ods.

7/98-7/04 Research Scientist, Carnegie Mellon, Robotics Institute, Pittsburgh, PA

8/95-4/04 Co-founder, CEO, Schenley Park Research, Inc., Pittsburgh, PA

SPR’s mission is to bring machine learning technology to the commercial world
by integrating it into software that is usable by non-experts. Activities include
development of a general machine learning software product, development of a
factory production scheduling system used by a major US food manufacturer,
consulting for large and small clients, management of company finances, and
employees. SPR had over two dozen clients in six countries including four
Fortune 500 companies.



1/95-6/98 Post-Doc, Carnegie Mellon, Robotics Institute, Pittsburgh, PA
Supervisor: Andrew W. Moore

1/91-12/94 Research Assistant, U. of Rochester Comp. Sci. Dept., Rochester, NY
Supervisor: Christopher M. Brown

5/93-7/93 Visiting Graduate Student, MIT AI Lab, Cambridge, MA
Supervisor: Christopher G. Atkeson

6/91-9/91,
6/90-9/90,
6/89-9/89

Research Assistant, General Motors Research Labs, Warren, MI
Supervisors: Yong Lee, Paul Besl

6/88-9/88,
6/87-9/87,

Research Assistant, Texas Instruments AI Lab, Plano, TX
Supervisors: Tom Barrett, Pam Fales
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J. G. Schneider,“Exploiting Model Uncertainty Estimates for Safe Dynamic Control Learn-
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A. W. Moore, J. G. Schneider, “Memory-based Stochastic Optimization,” Neural Informa-
tion Processing Systems (NIPS), 1995.

J. G. Schneider, C. M. Brown, “Cooperative Coaching in Robot Skill Learning,” Int. Con-
ference on Intelligent Robots and Systems, 1995.

J. G. Schneider, R. F. Gans, “Efficient Search for Robot Skill Learning: Simulation and
Reality,” IEEE Int. Conference on Intelligent Robots and Systems, 1994.

J. G. Schneider, C. M. Brown, “Task Level Training Signals for Learning Controllers,” IEEE
International Symposium on Intelligent Control, 1994.

J. G. Schneider, “High Dimension Action Spaces in Robot Skill Learning,” Twelfth National
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Other Publications and Posters

V Mehta, J Abbate, A Wang, A Rothstein, I Char, J Schneider, E Kolemen, “Towards LLMs
as Operational Copilots for Fusion Reactors”, NeurIPS AI for Science Workshop, 2023.

Char, Abbate, Bardoczi, Boyer, Chung, Conlin, Erickson, Mehta, Richner, Kolemen, Schnei-
der, “Offline Model-Based Reinforcement Learning for Tokamak Control”, NeurIPS
Workshop on Machine Learning and the Physical Sciences, 2022.



Ian Char, Joe Abbate, Viraj Mehta, Youngseog Chung, Rory Conlin, Keith Erickson, Mark
Boyer, Nathan Richner, Laszlo Bardoczi, Nikolas Logan, Jayson Barr, Egemen Kole-
men, Jeff Schneider, “Differential Rotation Control for the DIII-D Tokamak via Model-
Based Reinforcement Learning”, Bulletin of the American Physical Society, 2022.

Viraj Mehta, Joseph Abbate, Rory Conlin, Egemen Kolemen, Jeff Schneider, “Controlling
Plasma Profiles in a Learned Model via Reinforcement Learning”, APS Division of
Plasma Physics Meeting Abstracts, 2021.
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vand, Rory Conlin, Joseph Abbate, “Machine Learning for Real-time Fusion Plasma
Behavior Prediction and Manipulation”, APS Division of Plasma Physics Meeting Ab-
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Ian Char, Youngseog Chung, Mark Boyer, Egemen Kolemen, Jeff Schneider, “A Model-
Based Reinforcement Learning Approach for Beta Control”, APS Division of Plasma
Physics Meeting Abstracts, 2021.
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Willie Neiswanger, Jeff Schneider, “Machine learning for tokamak scenario optimization:
combining accelerating physics models and empirical models”, APS Division of Plasma
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toolbox: an open-source library for assessing, visualizing, and improving uncertainty
quantification”, arXiv:2109.10254, 2021.
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Schneider, “Neural Dynamical Systems”, ICLR Workshop on Integration of Deep Neu-
ral Models and Differential Equations, 2020.

J. Oliva, B. Poczos, A. Singh, J. Schneider, T. Verstynen, “Sparse Functional Regression”,
NIPS workshop on Modern Nonparametric Methods in Machine Learning, 2013.

X. Wang, R. Garnett, J. Schneider, “An Impact Criterion for Active Graph Searc h”, NIPS
workshop on Bayesian Optimization and Decision Making, 2012.

R. Garnett, Y. Krishnamurthy, D. Wang, J. Schneider, R. Mann, “Bayesian Optimal Active
Search on Graphs”, KDD Workshop on Mining and Learning with Graphs, 2011.
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J. Schneider, J. Given, R. Le Bras, M. Fisseha, “Supervised Classification Methods for
Seismic Phase Identification”, European Geosciences Union General Assembly, Vienna,
Austria, May 2010.
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based Biomedical Image Indexing and Retrieval”,in Trends and Advances in Content-
Based Image and Video Retrieval, 2004.

A. Goldenberg, J. Kubica, P. Komarek, A. Moore, J. Schneider, “A Comparison of Statistical
and Machine Learning Algorithms on the Task of Link Completion”, KDD Workshop
on Link Analysis for Detecting Complex Behavior, 2003.



J. Kubica, A. Moore, D. Cohn, J. Schneider,”cGraph: A Fast Graph-Based Method for Link
Analysis and Queries”,Proceedings of the 2003 IJCAI Text-Mining and Link-Analysis
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and Machine Learning Algorithms on the Task of Link Completion”, KDD Workshop
on Link Analysis for Detecting Complex Behavior, 2003.
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J. G. Schneider, “Open Loop Motor Skill Learning,” In Working notes, AAAI Fall Sympo-
sium: Machine Learning in Computer Vision, K. Bowyer, L. Hall editors, 1993.

Patents

Nemanja Djuric, Vladan Radosavljevic, Thi Duong Nguyen, Tsung-Han Lin, Jeff Schneider,
Henggang Cui, Fang-Chieh Chou, Tzu-Kuo Huang, “Object Motion Prediction and
Autonomous Vehicle Control”, US Patent 17466705, 2021.

Galen Clark Haynes, Ian Dewancker, Nemanja Djuric, Tzu-Kuo Huang, Tian Lan, Tsung-
Han Lin, Micol Marchetti-Bowick, Vladan Radosavljevic, Jeff Schneider, Alexander
David Styler, Neil Traft, Huahua Wang, Anthony Joseph Stentz, “Machine learning for
predicting locations of objects perceived by autonomous vehicles”, US Patent 10579063,
2020.

Nemanja Djuric, Henggang Cui, Thi Duong Nguyen, Fang-Chieh Chou, Tsung-Han Lin, Jeff
Schneider, David McAllister Bradley, “Motion Prediction for Autonomous Devices”, US
Patent 16506522, 2020.

Andrew Raymond Sturges, Alexander Edward Chao, Yifang Liu, Xiaodong Zhang, Richard
Brian Donnelly, Bryan John Nagy, Jeff Schneider, Collin Christopher Otis, “Determin-
ing Autonomous Vehicle Routes”, US Patent 16866701, 2020.

Vladan Radosavljevic, Jeff Schneider, Alexander Edward Chao, “Parking Location Predic-
tion”, US Patent 15789425, 2019.

Invited Talks, Tutorials, and Panels

“Robots and Autonomy”, US Coast Guard AI Boot Camp, (online), Dec 23, 2023.

“Reinforcement Learning for Controlled Nuclear Fusion in Tokamaks”, General Electric
EDGE Symposium, Niskayuna, NY, Sep 20, 2023.

“Reinforcement Learning: From Self-Driving Cars to Nuclear Fusion” , CMS Large Hadron
Collider Annual Meeting, Pittsburgh, PA, May 31, 2023.

“Large Language Models”, PNC Board of Directors Meeting, Pittsburgh, PA, May 24, 2023.

“Reinforcement Learning for Controlled Nuclear Fusion”, Cosmic Connections Symposium,
Flatiron Institute, New York, NY, May 23, 2023.

“Reinforcement Learning for Nuclear Fusion in Tokamaks”, Seminars on Physics informed
Artificial Intelligence in Plasma Science, (online), Jan 23, 2023.



“Panel on Autonomy and Trust”, Nexus 22: Bridging National Security and Autonomy,
Washington D.C., May 17, 2022.

“Reinforcement Learning: from Self Driving Cars to Nuclear Fusion”, United Nations AI
for Good, (online), May 19, 2022.

“Reinforcement Learning for Controlled Nuclear Fusion”, Google X Seminar Series, Moun-
tain View, CA (online), Mar 22, 2022.

“Self Driving Cars and AI”, Centre for Humanitarian Dialogue Working Group on AI-
enabled Military Systems, Geneva, Switzerland (virtual), Nov 8, 2021.

“Reinforcement Learning for Fusion: Self Driving Cars to Controlled Fusion”, International
Atomic Energy Agency (IAEA) Technical Meeting on Artificial Intelligence for Nuclear
Technology and Applications, Vienna, Austria, Oct 25, 2021.

“Machine Learning for Prediction and Manipulation of Fusion Plasmas”, ITER Seminar,
Saint-Paul-les-Durance, France, Oct 11, 2021.

“Reinforcement Learning and Bayesian Optimization for Tokamak Control”, SIAM Con-
ference on Computational Science and Engineering Symposium on Mathematical Chal-
lenges in Plasma Physics, Fort Worth, TX, Mar 1, 2021.

“Self Driving Cars and AI”, Moscow Urban Forum: Superstar Cities. Transforming for
Success, Moscow, Russia, Jul 1, 2021.

“Self Driving Cars and AI: Transforming our Cities and our Lives and Scaling Up Bayesian
Optimization for Real World Applications”, Machine Learning Tutorial for Naval Nu-
clear Lab, Pittsburgh, PA, Jul 29, 2020.

“Scaling Up Bayesian Optimization for Real World Applications”, Flatiron Institute Ma-
chine Learning Seminar, New York, NY, Feb 20, 2020.

“Scaling Up Bayesian Optimization for Real World Applications”, Joint Workshop on Scal-
able Image Informatics and Applications of Machine Learning to Materials Discovery,
Santa Barbara, CA, Feb 5, 2020.

”AI and Self Driving Cars”, Bosch AI Conference, Renningen, Germany, Oct 29, 2019.

”Self Driving Cars and AI: Transforming Our Cities and Our Lives”, IEEE Workshop on
Machine Learning for Signal Processing, Pittsburgh, PA, Oct 13, 2019.

”Self Driving Cars and AI: Transforming Our Cities and Our Lives”, SATURN, Pittsburgh,
PA, May 9, 2019.

”Scaling Up BAyesian Optimization for Real World Applications”, Uber Science Symposium,
San Francisco, CA, May 3, 2019.

”AI and Machine Learning: From Self Driving Cars to Controlled Fusion”, DOE Office of
Fusion Energy Sciences and Office of Advanced Scientific Computing Research Machine
Learning Workshop, Gaithersburg, MD, May 1, 2019.

”Self Driving Cars and AI”, CMU RI Seminar, Pittsburgh, PA, Feb 15, 2019.

”Self Driving Cars and AI: Transforming Our Cities and Our Lives”, IEEE International
Conference on Intelligent Transportation Systems, Maui, Hawaii, Nov 5, 2018.



“Self Driving Cars and AI”, NITRD Workshop: The Convergence of High Performance
Computing, Big Data, and Machine Learning, Bethesda, MD, Oct 29-30, 2018.

“Panel on Industry and Robotics Research” ,Robotics Science and Systems, Pittsburgh, PA,
Jun 26, 2018.

“Concept to Pavement: Launching a Self-Driving Product”, SXSW, Austin, TX, Mar 11,
2018.

“Self-Driving Cars and AI: Transforming our Cities and our Lives”, Princeton Plasma
Physics Lab Science on Saturday, Princeton, NJ, Feb 17, 2018.

“Self Driving Cars and AI”, Auto.AI, San Francisco, CA, Feb 28, 2018.

“Self Driving Cars and AI”, AI Frontiers, Santa Clara, CA, Nov 5, 2017.

“Machine Learning for Controlling Complex Dynamic Systems”, Princeton Plasma Physics
Colloquium, Princeton, NJ, Nov 1, 2017.

“Machine Learning for Autonomous Vehicles”, ICML Tutorial, Sydney, Australia, Aug 6,
2017.

“Computer Vision and Machine Learning Will Transform the Way We Move”, LDV Vision
Summit, New York, NY, May 24, 2017.

“How Self-Driving Cars Will Transform Our Cities and Our Lives”, TEDxCMU, Pittsburgh,
PA, Apr 1, 2017.

“Active Optimization and Self Driving Cars”, International Conference on Autonomous
Agents and Multiagent Systems, Sao Paulo, Brazil, May 8, 2017.

“Active Optimization and Self-Driving Cars”, National Academy of Science: Frontiers of
Machine Learning, Washington, D.C., Feb 1, 2017.

“Panel on AI”, AI X Prize, Pittsburgh, PA, Nov 17, 2016.

“Bayesian Optimization and Embedded Learning Systems”, KDD Applied Data Science
Invited Talk, San Francisco, CA, Aug 15, 2016.

“Moving from Anomalies to Known Phenomena”, KDD Workshop on Outlier Definition,
Detection, and Description on Demand, San Francisco, CA, Aug 14, 2016.

“How machine learning helps Uber keep the disruptions coming”, Structure Data, San Fran-
cisco, CA, Mar 9, 2016.

“Bayesian Optimization for Embedded Learning Systems”, NIPS Workshop on Bayesian
Optmization: Flexibility and Scalability, Dec 12, 2015.

“Bayesian Optimization for Embedded Learning Systems”, AAAI Fall Symposium on Em-
bedded Learning Systems, Washington, D.C., Nov 12, 2015.

“Machine learning algorithms I wish we had in hardware”, ICCAD HALO workshop, Austin,
TX, Nov 5, 2015.

“Machine Learning for Decision Making in the Era of Big Data”, Amazon, Seattle, Feb 24,
2014.



“Robot snakes, sensor networks, and cosmology: How machine learning is changing the
world”, KSRI Speaker Series, Karlsruhe Institute of Technology, Germany, May 29,
2013.

“Learning Dynamic Models with Non-sequenced Data”, UT Austin Data Mining Seminar
Series, Austin, TX, Oct 28, 2011.

“Machine Learning Tutorials”, Emerson Process Management, Pittsburgh, PA, June 8-17,
2010.

”Machine Learning Methods for Phase Classification in Seismology”, European Seismology
Commission, 32nd General Assembly, Montpellier, France, Sep 6-10, 2010.

“Finding Groups of Anomalies in Large Data Sets”, DOE Applied Mathematics Program
Meeting, Berkeley, CA, May 5, 2010.

“Anomaly Detection”, Pucon Symposium 2009: Advanced Mathematical Tools for Frontier
Astronomy, Pucon, Chile, Aug 6-8, 2009.

“Active Learning for Fitting Simulation Models to Observational Data”, IJCAI workshop
on Machine Learning and AI Applications in Astrophysics and Cosmology, Pasadena,
CA, July 16-17, 2009.

“Data Mining Background”, Comprehensive Nuclear Test Ban Treaty Organization (CTBTO)
workshop on Data Mining and Data Fusion, Vienna, Austria, September 15, 2008.

“Machine Learning in in vivo Drug Discovery”, ICML workshop on Machine Learning in
Health Care, Helsinki, Finland, July 9, 2008.

“Machine Learning in in vivo Drug Discovery”, University of Illinois Chicago Department
of Medicinal Chemistry and Pharmacognosy, Chicago, IL, April 3, 2008.

“Machine Learning in in vivo Drug Discovery”, IT University of Copenhagen, Copenhagen,
Denmark, February 29, 2008.

“Machine Learning in in vivo Drug Discovery”, Institute for Operations Research and the
Management Sciences (INFORMS), Pittsburgh, PA, Nov 6, 2006.

“Machine Learning in in vivo Drug Discovery”, University of Pittsburgh Department of
Biomedical Informatics Colloquium, Pittsburgh, PA, September 22, 2006.

“Machine Learning in in vivo Drug Discovery”, IBM T.J. Watson Research Center, York-
town, NY, June 14, 2006.

“Data Mining in Anti-Terrorism Applications”, SAMSI Kickoff Workshop for the program
on Data Mining and Machine Learning, Research Triangle, NC, Sep 7-9, 2003.

“Link Detection and Searching for Terrorist Threat Activity”, IJCAI Text Mining and Link
Analysis Workshop, Acapulco, Mexio, August 9, 2003.

“Statistical Data Mining Methods for Detecting Terrorist Attacks”, DARPA Workshop on
Smart Systems for Recognizing Radiation Threats, Arlington, VA, May 28-29, 2003.

“Algorithms in Data Mining with Remote Sensing Applications”, ASPRS 2003 Annual
Conference, Anchorage, Alaska, May 5-9, 2003.



Invited member of panel on “Homeland Security Technologies: What are they and why do
states need them?”, National Association of State Chief Information Officers (NASCIO)
Midyear Conference, Pittsburgh, April 6-8, 2003.

“Safe Learning Control for Nonlinear Dynamic Systems”, NTU-CMU joint symposium on
Advances in Robotics, Nanyang Technological University, Singapore, Aug 24, 2001.

“Data Mining Tutorial”, National Security Agency, Columbia, MD, May 21, 2001.

“Tree Codes and Clustering Algorithms”, National Virtual Observatory Conference, Caltech,
Pasadena, CA, June 13–16, 2000.

“Reinforcement Learning for the Real World”, Polish Academy of Sciences, Warsaw, Poland,
January 5, 2000.

J. Schneider, A. Dubrawski, “Tutorial: Data Mining for Industrial Applications”, Master-
foods, Warsaw, Poland, January 5-7, 2000.

“Exploiting Model Uncertainty Estimates for Safe Dynamic Control Learning”, ICML-97
Workshop on Reinforcement Learning, Nashville, Tennessee, July 9–12, 1997.

A. Moore, J. Schneider, “Tutorial: Data Mining Algorithms and Applications”, FirstUSA,
Wilmington, DE, September, 1996.

A. W. Moore, S. Schaal, J. G. Schneider, “Locally Weighted Learning: Algorithms and
Applications for Robot and Process Control”, AAAI-96 Tutorial, Portland, Oregon,
August 4–8, 1996.

J. Schneider, “Experimentation for Process Optimization”, AAAI Workshop on Artificial
Intelligence and Manufacturing, Albuquerque, NM, June, 1996.

“Active Learning on Non-Stationary Functions,” AAAI Fall Symposium on Active Learning,
Boston, MA, November 10–12, 1995.

“An Architecture Based on Intelligent Experimentation,” Workshop on Architectures for In-
telligent Control Systems at the IEEE International Symposium on Intelligent Control,
Columbus, OH, August 16-18, 1994.

“Using Cooperating Learning Controllers for Complex Tasks,” ZiF Conference on Integra-
tion of Elementary Functions into Complex Behavior , Bielefeld, Germany, July 12–15,
1994.

“A PUMA goes to Spring Training: Learning through Trial and Error,” presented at a
meeting of the Rochester chapter of the American Society of Mechanical Engineers,
Rochester, NY, March 24, 1994.

“Learning Closed Loop Motor Skills,” NIPS Workshop on Robot Learning in Continuous
Domains, Vail, CO, December 3, 1993.

Professional Activities

Grant review panels:



NSF IIS/III Small Panel May 2014
DOE Early Career Research Program Panel Review Feb 2014
DOE Early Career Research Program Panel Review Feb 2013
NSF IIS/III Small Panel Mar 2012
NSF FODAVA Panel May 2011
DOE Early Career Research Program Panel Review Jan 2011
NSF CAREER Graph Data Panel Oct 2007.
NSF Review Panel for the Large Synoptic Survey Telescope (LSST) project Sep 2007.
NASA Applied Information Systems Research Program May 2003.
Research Grants Council of Hong Kong Mar 2003.
National Science Foundation SBIR in Artificial Intelligence Aug 2002.

Boards:
Editorial Board of Machine Learning Journal (2006-)
International Machine Learning Society (IMLS) Secretary (2009-2017)
Civic Science, Scientific Advisory Board (2009-)
Idelic, Advisory Board (2018-)
Department of Energy Smart Mobility Consortium, Executive Advisory Board (2018-)

Reviewed papers for:

Int. Conf. on Computer Vision IEEE Conf. on Computer Vision and Pattern Recognition
IEEE Conf. on Advanced Robotics IEEE Conf. on Robotics and Automation
Journal of AI Research Conf. on Neural Information Processing Systems
Artificial Intelligence Journal IEEE Trans. on Robotics and Automation
Int. Journal of Systems Science IEEE Trans. on Sys. Man, and Cybernetics
Journal of Process Control IEEE American Control Conference
AAAI National Conference Int. Conference on Machine Learning
Int. Joint Conf. on Artificial Intelligence Int. Journal of Robotics Research
Pure and Applied Geophysics Machine Learning Journal

Past and current PhD students:



Drew Bagnell CMU RI Graduated 2005
Rosemary Emery CMU RI Graduated 2005
Brent Bryan CMU MLD Graduated 2008
Kaustav Das CMU MLD Graduated 2009
Yi Zhang CMU MLD Graduated 2012
Tzu-Kuo Huang CMU MLD Graduated 2013
Liang Xiong CMU MLD Graduated 2013
Matt Tesch CMU RI Graduated 2013
Dougal Sutherland CMU CS Graduated 2016
Yifei Ma CMU MLD Graduated 2017
Xuezhi Wang CMU CS Graduated 2016
Junier Oliva CMU MLD Graduated 2018
Kirthevasan Kandasamy CMU MLD Graduated 2018
Zhiqian Qiao CMU ECE Graduated 2021
Robin Sabhnani CMU MLD
Biswajit Paria CMU MLD Graduated 2022
Ian Char CMU MLD
Adam Villaflor CMU RI
Yeeho Song CMU RI
Viraj Mehta CMU RI Graduated 2023
Arundhati Banerjee CMU MLD
Conor Igoe CMU MLD
Tejus Gupta CMU RI
Brian Yang CMU RI
Ben Freed CMU RI
Namrata Deka CMU MLD
Fahim Tajwar CMU MLD
Albert Xu CMU RI


