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Problem

Generating synthetic data for new tasks is hard!



3

Problem

Generating synthetic data for new tasks is hard!

Easy to generate a small amount 
of high-confidence examples

Easy to generate a large amount 
of diverse low-quality examples

Diversity Quality



4

Problem

Generating synthetic data for new tasks is hard!

Easy to generate a small amount 
of high-confidence examples

Easy to generate a large amount 
of diverse low-quality examples

Diversity Quality

It’s hard to achieve both!
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Main Idea

- Can we use existing datasets as a starting point for automatic 

synthetic data generation?



6

Traditional Approach to Synthetic Data Creation
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Traditional Approach to Synthetic Data Creation

Leads to high cost / low diversity
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Traditional Approach to Synthetic Data Creation
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Traditional Approach to Synthetic Data Creation

Need not follow the task exactly
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DataTune: Synthetically transform retrieved datasets!
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DataTune: Synthetically transform retrieved datasets!

Best of Both Worlds
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Dataset Retrieval

Task Description + Few 
Examples

DataFinder produces 
initial candidates

LM based reranking to 
choose the best dataset

Task Expansion: Creates a 
more detailed explanation 

of the task

LM based schema 
selection to choose 
necessary columns

Retrieved Dataset

Vijay Viswanathan, Luyu Gao, Tongshuang Wu, Pengfei Liu, and Graham Neubig. 2023.  DataFinder: 
Scientific Dataset Recommendation from Natural Language Descriptions. In The 61st Annual 
Meeting of the Association for Computational Linguistics.

https://aclanthology.org/2023.acl-long.573/ 

https://aclanthology.org/2023.acl-long.573/
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Dataset Transformation

Task Description + Few 
Examples Retrieved Dataset

Planning Module

Execution Module
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Dataset Transformation Example

Give an English language 
description of Python 

code
Retrieved Dataset

Planning Module

Execution Module
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Dataset Transformation Example - Retrieved Dataset

Give an English language 
description of Python 

code

Planning Module

Execution Module
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Dataset Transformation Example - Plan
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Dataset Transformation Example - Execution

Give an English language 
description of Python 

code

Planning Module

Execution Module
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Benchmark: BIG-Bench
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Results

- DataTune consistently outperforms few-shot prompting and other existing 
methods

- DataTune provides complementary benefits to purely synthetic generation
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DataTune creates diverse datasets
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While still remaining correct

We performed human evaluation across 300 samples
- DataTune is correct 88% of the time
- Synthetic data creation is correct 86% of the time
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And creating more difficult samples
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Relation Between Synthetic and Transformed Datasets
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Learn more about DataTune

Paper Link: https://arxiv.org/abs/2404.14361

Code Link: https://github.com/neulab/prompt2model

https://arxiv.org/abs/2404.14361
https://github.com/neulab/prompt2model

