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Disk = chunk % 4
Offset = chunk DIV 4
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Capacity = N à 0% waste
Reliability = 0 à every failures causes data loss
Performance = large reads can use all disks à N times BW
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Capacity = ½ total (worse with more replicas)
Read performance = 2x for hot items, aggregate can be N times single drive
Write performance = ½ drive for single item, ½ N for total array
Reliability 
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The last step here is an approximation that an array is a single reliable "virtual 
drive”. Note that this doesn't quite work in some cases.

The key issue (from the original RAID 
paper http://www.cs.cmu.edu/~garth/RAIDpaper/Patterson88.pdf):

"The second step is the reliability of the whole system, which is approximately
(since the MTTF_group is not distributed exponentially) MTTF_group/num_groups"

The problem is that this estimate breaks down dramatically at large numbers. For
example:

What is the mean time to data loss for a system with 100,000 disk, which are 
organized into 10,000 10-disk arrays, using data striping and striped parity (i.e., 
RAID 5)? Assume each disk has an MTBF of 100 years. 

MTBFarray =(100years/10)+(100years/9)=21years
MTTDL = MTBFarray/10,000 = 19hrs
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But…. MTBF for a single drive in the entire system is 100yr/100000 drives approx = 8.9 hours. 
MTBF for three drives = 3 x 8.9hrs = 26.7hrs which is more than MTBFarray

The system shouldn’t lose data before three drives fail.

Why? Because MTBF_array / 10000 arrays actually calculates E[time first drive fails in any array] + E[time second drive 
fails in any array | first drive fails in every array]. However what you really want is E[time first drive fails in any array
E[time second drive fails in any array | first drive failed in a single array], and the second terms aren't the same.
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