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The resilience of BFT is optimal: at least 3 f + 1 replicas are necessary to provide 
the safety and liveness properties under our assumptions when up to f replicas are 
faulty. To understand the bound on the number of faulty replicas, consider a 
replicated service that implements a mutable variable with read and write 
operations. To provide liveness, the service may have to return a reply before the 
request is received by more than n− f replicas, since f replicas might be faulty and 
not responding. Therefore, the service may reply to a write request after the new 
value is written only to a set W with n − f replicas. If later a client issues a read 
request, it may receive a reply based on the state of a set R with n− f replicas. R 
and W may have only n−2 f replicas in common. Additionally, it is possible that the f 
replicas that did not respond are not faulty and, therefore, f of those that responded 
might be faulty. As a result, the intersection between R and W may contain only n − 
3 f nonfaulty replicas. It is impossible to ensure that the read returns the correct 
value unless R and 
W have at least one nonfaulty replica in common; therefore n > 3 f .
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Table is from http://csis.pace.edu/~marchese/CS865/Papers/Turek-
ManyFacesOfConsensus.pdf

In the system Fischer, Lynch, and Paterson studied, messages were unordered, 
communication was unbounded, and processors were asyn- chronous. 
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