
Aspects of this work have been supported by the Disability Rehabilitation Research Project 
(DRRP) on Robotics and Automation for Inclusive Transportation, which is funded under a grant 
from the National Institute on Disability, Independent Living, and Rehabilitation Research 
(NIDILRR grant number 90DPGE0003-01-00). NIDILRR is a Center within the Administration for 
Community Living (ACL), Department of Health and Human Services (HHS). The contents of this 
poster do not necessarily represent the policy of NIDILRR, ACL, HHS, and you should not 
assume endorsement by the Federal Government. 

Path Guiding for People with Visual Impairments for Short-Range Rendezvous with a Static Target

Jirachaya “Fern” Limprayoon  
jlimpray@andrew.cmu.edu

Xiang Zhi Tan 
xiangzht@andrew.cmu.edu 

Aaron Steinfeld 
steinfeld@cmu.edu

Bibliography: 

• Dragan Ahmetovic, Cole Gleason, Kris M. Kitani, Hironobu Takagi, and Chieko Asakawa. 2016. NavCog: turn-by-turn smartphone navigation assistant for people with 
visual impairments or blindness. In Proceedings of the 13th International Web for All Conference (W4A '16). Association for Computing Machinery, New York, NY, USA, 
Article 9, 1–2. DOI:https://doi.org/10.1145/2899475.2899509 

• Jirachaya "Fern" Limprayoon, Prithu Pareek, Xiang Zhi Tan, and Aaron Steinfeld. 2021. Robot Trajectories When Approaching a User with a Visual Impairment. In The 23rd 
International ACM SIGACCESS Conference on Computers and Accessibility (ASSETS ’21), October 18–22, 2021, Virtual Event, USA. ACM, New York, NY, USA, 4 pages. 

• Amal Nanavati, Xiang Zhi Tan, Joe Connolly, and Aaron Steinfeld. 2019. Follow The Robot: Modeling Coupled Human-Robot Dyads During Navigation. In 2019 IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS). 

Motivation
Navigating to a static object (e.g., a waiting robot, a kiosk, an 
autonomous car at the curbside, etc.) in complex indoor 
spaces like train stations, shopping malls, and university 
buildings can be challenging for people with visual 
impairments since current path planning approaches rely on 
users to spontaneously adjust their trajectories based on 
their visual knowledge during rendezvous tasks.

Approach
We propose an approach that can incorporate information 
about the user’s position and orientation from sensors 
attached to the environment, nearby robots, or cars and 
dynamically plan and give users instructions of how to 
reach their goal.
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Next Steps

• Conduct usability tests with end users 
• Adjustable guiding frequency based on path curvature 
• Identify effective communication channels  

(e.g., audio, vibrotactile, etc.)
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