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Assistive Robots Autonomous Driving
Autonomous systems heavily rely on 3D 
perception to interact with surroundings.
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Different modalities have their own strengths 
and weaknesses. To improve 3D detection, we 
fuse modalities to leverage these mutually 
beneficial relationships.

Challenges in multimodal learning:
• Model overfits to a single modality.
• Representation differences between 

modalities inhibit training.
Core idea: Task-level correction and cross-
modality consistency strengthen feature learning 
and improve task performance.

Joint 3D detection & 2D 
semantic segmentation.

We propose recursive, 
task-level cascade of 
alternating modalities: 
2D->3D->2D->3D.

LiDAR-Radar fusion 
model robust to total 
sensor failure of one 
modality.

Extends Teacher-
Student mutual learning 
to encourage model to 
hallucinate features of 
the missing modality.

Semi-supervised 
learning leveraging 
paired RGB & LiDAR 
frames in autonomous 
driving.

Hungarian matching of 
2D & 3D detections 
generates cleaner, 
cross-modality 
consistent pseudo-
labels.
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