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Abstract
Choices made in programming language and type system design involve tradeoffs

between safety, simplicity, extensibility, and usability. Extensible features centered on
type structure, like subtyping or mixing evaluation regime (lazy/eager) in functional
programming, are often avoided or aborted due to the complexity of efficient type
inference or the need for additional syntactic layers. Mainstream languages like
TypeScript forsake soundness to capture typing scenarios for all of JavaScript and its
now lengthy history of existent programs.

In this thesis, we introduce Polarized Subtyping, a flexible structural subtyping
system grounded in the call-by-push-value paradigm, separating the language of
types into two layers: a positive layer characterized by inductively defined, eagerly
evaluated, observable values and a negative layer characterized by coinductively
defined, lazily evaluated, possibly infinite computations—with adjoint modalities
(or shifts) mediating between them. We extend the underlying call-by-push-value
calculus with a decidable equirecursive subtyping variant that is both structural
and semantic, forming a higher-order type system combining unfettered recursion,
variant and lazy records, consequential property types like intersections, unions, and
type difference, and (eventually) parametric polymorphism with subtyping and the
interaction with effects at the heart of all these constructs.

Our approach moves beyond the traditional confines of syntactic type soundness
by championing a semantic characterization of typing with step-indexing to capture
the observation depth of recursive computations, from which we can immediately de-
rive a form of semantic subtyping. This approach offers advantages in understanding
complex type system features and maintaining behavioral safety when encountering
varying evaluation regimes, nontermination, and computational effects.

Being explicit about values and computations while making subtyping first-
class in our system opens up new possibilities for reasoning about the properties of
functional programs and how type structure affects subtyping relations and enables
compilation optimizations. Furthermore, to make the system practical, we present
Polite, a reference implementation that demonstrates the feasibility of our approach.
Polite gives us a platform to experiment with various type system features and
optimizations in the future.
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Chapter 1

Introduction

“Type structure is a syntactic discipline for maintaining levels of abstraction”
— John Reynolds, Types, Abstraction, and Parametric Polymorphism [135]

“Subtyping, the golden key”
— Aaron Stump, Iowa Type Theory Commute [149]

Published in 1996, Cardelli’s Type Systems [24] begins by stating that “the fundamental
purpose of a type system is to prevent the occurrence of type errors during the execution of a
program.” This is followed up with the observation that “this [preceding] informal statement
motivates the study of type systems, but requires clarification.” Years later, we are still working on
clarifying this statement, iterating on capturing more precise and practical type errors effectively
while adapting to the perilous interaction and usability concerns of more expressive type constructs
surrounding subtyping, property types1 [61] (e.g., intersections and unions), polymorphism, and
effects. As type systems become more expressive, the unified framework of Church’s system
of simple types, with multiple paradigms based on the same set of typing rules, continues to
fracture [126]. Examples of this include the value restriction for parametric polymorphism
in Standard ML [84], a similar restriction for intersection introduction while also discarding
the distributivity law for subtyping in call-by-value languages with effects [45], the related
(co)value restriction on union types [51, 55, 61, 165, 171], and the critical requirement of proving
termination to reconcile laziness and refinement typing [163].

Choices made in programming language and type system design involve tradeoffs between
safety, simplicity, extensibility, and usability. Extensible features centered on type structure, like
subtyping or mixing evaluation regime (lazy/eager) in functional programming, are often avoided
or aborted due to the complexity of efficient type inference or the need for additional syntactic
layers. Mainstream languages like TypeScript support a long list of type system features, spanning
unions and intersections (over objects) to distributed conditional types, yet forsake soundness
unapologetically [156, 157, 158] to capture typing scenarios for all of JavaScript and its now

1Throughout this proposal, we use the term property type to refer to a type that may combine multiple properties
(types) of the same expression. This follows from the line of work started by Freeman and Pfenning [67] and
continued in Dunfield and Pfenning [61].
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lengthy history of existent programs. By abandoning sound interoperation, Typescript and its
cohort of languages, such as Hack [164] and MyPy [141], have abandoned one of the original
goals of gradual typing [154], which was to provide soundness at the boundary between typed and
untyped code. This highlights some of the challenges facing the adoption of sound gradual typing,
namely the performance overhead and complexity associated with enforcing soundness [16, 151].

More conventional static type systems for functional programming, such as those in the
ML [84] or Haskell [108] family of languages, perform typechecking at compile time and allow the
expression of certain program invariants through type abstractions and polymorphism. However,
these systems are often too coarse-grained to check many desirable properties, particularly those
captured by first-class representations of relations between types, i.e., subtyping. Subtyping is not
directly supported in many functional programming languages. When it is, it is often limited to
restricted forms of subtyping over objects, such as row polymorphism in OCaml [74] or bounded
polymorphism (along with intersections and unions) in Scala/Dotty [22, 81]. Additionally, in
Scala, subtyping imposes restrictions on the form of recursive types for soundness reasons [177].
None of these existing systems provides a path forward for integrating richer forms of subtyping
within a mixed-evaluation (lazy/eager) setting, nor do they address the interplay between subtyping
and typechecking across unbounded recursive types and property types in the presence of effects.

More recent, less mainstream options like Liquid Types (Logically Qualified Data Types), a
form of refinement types focused on logical predicates [80], strive for safety without sacrificing
soundness, while also avoiding the heavy manual annotations typical of dependently typed systems.
Yet, they impose other restrictions [163], affix distinct layers, and rely on external tools such
as SMT solvers or embedded proofs [78] to refine type constraints. While liquid typing allows
developers to specify and verify a variety of program properties at compile time, it does not reason
about recursive computations that may diverge, making those programs not typeable [146]; instead,
liquid typing opts to perform termination checking at the same time as regular typechecking [162].

This leads us to the following question:

?
Is it possible to increase expressivity, remain sound, and adhere to a simpler typing
discipline when capturing complex properties and catching errors without completely
losing remnants of usability, modularity, and elegance that we usually expect from a
type system?

In this thesis, we introduce Polarized Subtyping, a flexible structural subtyping system
grounded in the call-by-push-value paradigm [102, 103, 105], separating the language of types
into two layers: a positive layer characterized by inductively defined, eagerly evaluated, observable
values and a negative layer characterized by coinductively defined, lazily evaluated, possibly
infinite computations—with adjoint modalities [17, 131] (or shifts) mediating between them. We
extend the underlying call-by-push-value calculus with decidable equirecursive subtyping [97]
that is both structural and semantic, forming a higher-order type system combining unfettered
recursion, variant and lazy records, consequential property types like intersections, unions, and
type difference, and (eventually) parametric polymorphism with subtyping and the interaction
with effects at the heart of all these constructs.

Our approach moves beyond the traditional confines of syntactic type soundness by cham-
pioning a semantic characterization of typing with step-indexing [7, 8, 10, 52] to capture the
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observation depth of recursive computations, from which we can immediately derive a form of
semantic subtyping [28, 69, 70]. This approach offers advantages in understanding complex type
system features and maintaining behavioral safety when encountering varying evaluation regimes,
nontermination, and computational effects.

Polarization is not typically an issue of language design, but of type structure [82]. Being
explicit about values and computations while making subtyping first-class in our system opens
up new possibilities for reasoning about the properties of functional programs and how type
structure affects subtyping relations and enables compilation optimizations. Furthermore, to make
the system practical, we present Polite [99], a reference implementation that demonstrates the
feasibility of our approach. Throughout this proposal, we will showcase some examples that can
be run and typechecked directly in the Polite language. Polite gives us a platform to experiment
with various type system features and optimizations in the future.

My thesis statement summarizes the above:

�
Thesis Statement: Polarizing semantic subtyping provides a flexible and effective
typechecking discipline for capturing interesting and precise properties of func-
tional programs, particularly in the blending and interaction of advanced types
such as intersections, unions, type difference, and polymorphism in order to make
more properties expressible. This thesis ties together multiple, sometimes disparate
threads related to mixed inductive-coinductive reasoning, property types and effects,
equirecursive subtyping, and embedding call-by-name and call-by-value evaluation
strategies.

1.1 An Introductory Example

To illustrate an example of the kind of expressivity we are aiming for, highlighting mixed polarities,
recursive types, and width and depth subtyping, consider the following program related to one in
our inaugural paper [97], which can be written directly in the Polite reference implementation: a
stream of natural numbers with a finite amount of padding between consecutive numbers.

The intent is for the stream to be lazy and infinite, i.e., no end-of-stream is provided, and to
act as a type of arbitrary depth. We do not restrict recursion, so even a well-typed implementation
may diverge and fail to produce another number. While the streams here are lazy and infinite,
padding must always be finite (eager) because the meaning of positive types is inductive. We
present padded streams as two mutually dependent type definitions, one positive and one negative.
Because our type definitions are equirecursive this is not strictly necessary, as we could just
substitute out the definition of pstream.

type nat = +{'zero : 1, 'succ : nat}

type pos = +{ 'succ : nat}

type pstream = <nat * padding> (* a padded stream *)
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(* [] means thunk, not list! *)

(* finite, positive padding *)

type padding = +{'none : padding, 'some : [pstream]}

type zstream = <nat * +{'some : [zstream]}>

comp compress : [pstream] -> zstream

= fun x0 => let <x1> = force x0 in

match x1 { (x2,x3) => <x2, 'some [skip x3]> }

comp skip : padding -> zstream

= fun x0 => match x0 { 'none x1 => skip x1

| 'some x2 => compress x2 }

(* evaluate *)

eval stream0 : pstream

= <'zero (), 'none 'none 'none 'some [stream0]>

eval stream1 : zstream

= compress [stream0]

Teasing this apart at a high level, nat is a positive value type representing a natural number,
where zero is the unit type (1) and succ is a recursive type referencing nat. pos is a positive
natural number, and we expect the subtyping relationship of pos ≤ nat to hold right off the
bat, which is an example of width subtyping augmented with recursive subtyping! The type
pstream (meaning padded stream) embeds a positive tuple/pair of a nat number and padding,
wrapped in angle brackets (<,>). This, essentially, maps to a comonad2, meaning it is embedding
a positive value (a “return”), ↑(nat+ � padding+), and is treated as a negative (or lazy) type.
padding defines a subtype with zero padding as a variant record made up of none and some
labels, where the former represents no padding and the latter embeds a “thunk” [71], ↓pstream−,
in square brackets ([, ]), containing the monadic3 pstream, which is a negative type contained
in a positively typed thunk. Note that return and thunk embody the adjoint modalities (or shifts,
hence the up/down arrows) that make up mixed evaluation, which we will formalize in detail in
Chapter 2. zstream also embeds a positive pair, but with the first element being a nat number
and the second a variant record type with only a unary label some, which we will return to in
Section 2.6.1 for our interpretation of isorecursive types into equirecursive ones.

Given these types, we have the subtype relation zstream ≤ pstream, which means that we can
pass a stream with zero padding into any function expecting one with arbitrary padding. Finally,
to compute something useful, there are two mutually recursive functions (compress and skip) that
create a stream with zero padding from a stream with arbitrary (but finite) padding, compressing
it. In compress, the force operation forces the thunk, which is how thunks are evaluated (and
eliminated) in our system.

Unlike sized type refinements [2, 6, 144], which can enforce properties on the computation

2Dual to monads, comonads provide composition over computational contexts, abstracting the notion of values
within such a context [160].

3A monad abstracts the notion of a computation of a value [160], here, captured in a thunk.
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of padding, such as finiteness, our type system focuses on the observation of computation steps
rather than data constructors. However, we believe that our system is fully compatible with sized
types and related frameworks, which are an extension beyond the scope of this thesis.

Conventional type systems struggle to capture the kind of relationship shown in this program,
particularly the mixed polarity of the types involved and their connection to evaluation strategy.
This example expresses eager (finite) and lazy (infinite streams!) evaluation directly in the type
system! Despite the syntactic complexity of this example, it does not require a separate layer for
refining types, proving properties, or explicitly annotating the subtypes. Later, we will briefly
touch on the proposed long-term goal of using this system as an intermediate representation (IR)
for optimized compilation and static analysis in Section 4.2.

In Chapter 3, we will see a few more examples of programs written in Polite, but with the
additions of intersections, unions, and type difference.

1.2 The Challenge

In addressing computational effects, a field without a generally accepted formal definition [14],
Filinski offers this challenge:

°
The challenge to the semanticist is thus to admit the possibility of effects, while
retaining as many as possible of the appealing properties of functional program-
ming [66].

While computational effects are also part of this research, we cast a wider net.

\
The challenge addressed in this thesis is to admit the possibility of integrating
program evaluation, unbounded recursion, computational effects, and harnessing the
expressive power and possible brittleness that comes with advanced type features
within a straightforward structural type system, while retaining as many as possible of
the appealing properties of functional programming—without introducing a plethora
of new layers, rules, and restrictions that make the type system unwieldy or overly
complex.

1.3 Contributions

The primary contributions of this work are as follows. Contributions that are well underway are
marked in blue text; proposed contributions are marked in red text.

• A simple semantics for types and subtyping in call-by-push-value, separating the language of
types into positive and negative layers. This polarization interprets positive types inductively
and negative types coinductively (using mixed induction-coinduction [9, 19, 40]), realized
using step indexing, deriving an elegant semantic form of typing and semantic subtyping.

• A new decidable system of equirecursive subtyping for call-by-push-value supporting sub-
typing for variant and lazy records (width and depth subtyping), property types (intersections,
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unions, and type difference), and parametric polymorphism (also called generics).
• A derivation of related systems of subtyping for (a) isorecursive types, (b) call-by-name,

and (c) call-by-value translated into our equirecursive call-by-push-value system, all using
a structural rather than a nominal interpretation of types.

• An encapsulation of effects in our expressive polarized type system that interacts with
subtyping, providing an updated analysis of the value restriction and related phenomena.

• A system of bidirectional typing that captures a straightforward and precise typechecking
algorithm, including for intersections, unions, type difference, and polymorphism.

• A reference implementation, Polite, that demonstrates the feasibility of our approach, cap-
tures our expressive set of type features, and provides a platform for future experimentation
with our system as an underlying intermediate representation.

There are no direct treatments of subtyping recursive types at the intersection of property
types and parametric polymorphism in a call-by-push-value extension or applications of a total
semantic typing approach in this context with subtyping. As we will show, this is a fruitful setting
for this thesis, as the explicit polarization of the language mirrors the mixed reasoning required to
analyze the subtyping relations.

1.4 Outline

This thesis proposal is broadly organized as follows. As before, the text marked in blue text refers
to the work in progress, while proposed contributions are marked in red text.

Chapter 2. We detail our initial work on Polarized Subtyping, an equirecursive variant of call-by-
push-value capturing the possibility of infinite computation by unbounded recursion. This includes
a justification of both typing and subtyping through semantic means, a discussion on width and
depth subtyping of records, a demonstration of our innovative use of Brotherston and Simpson’s
system CLKIDω [21] of circular proofs to provide an elegant and flexible soundness proof for
subtyping of non-property types, the basics of our bidirectional typing system for algorithmic
typechecking, and the result of deriving systems of subtyping for isorecursive types and languages
with call-by-name and call-by-value dynamics.

Chapter 3. This chapter focuses on the in-progress extension of our system to include higher-
order property types, including intersections, unions, and type difference, and how we tame
the complexity inherent in blending them together. We dive into how the introduction of these
property types changes our approach to proving soundness of subtyping and what that means
for the encapsulation of computational effects within our type system in relation to the value
restriction and related phenomena like the linearization of intersection types [75].

Chapter 4. We cover the proposed work on extending our polarized system to include parametric
polymorphism, specifically which approaches we will investigate. With polymorphism in tow, we
can achieve an expressively complete system for Polarized Subtyping.

Chapter 5. This chapter delves into a discussion of related work central to our underlying theme:
how polarization and a semantic representation of typing affect the interaction and definition of
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subtyping. It includes background on polarized type theory, semantic (sub)typing, recursive types,
property types, and refinement types across varying interpretations.

Chapter 6. Finally, we present a timeline for the completion of the ongoing and proposed work
as we head to the finish line, culminating in a thesis dissertation.

1.5 Abbreviations

ò CBN Call-by-name. 9, 18, 20, 21, 33, 42

CBPV Call-by-push-value. 8, 10, 12, 18, 20, 21, 38, 39, 44–46

CBV Call-by-value. 9, 18, 20, 21, 33, 42

IFF If and only if. 20, 42

LSB Least-significant bit. 24

MSB Most-significant bit. 24

OO Object-oriented. 31, 32, 42, 43
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Chapter 2

Work to Date

Polarized Subtyping: An Equirecursive Variant of Call-
by-push-value

“a value is, whereas a computation does”
— Paul Blain Levy, Call-by-push-value: Decomposing call-by-value and call-by-name [105]

Here, we present our established work on Polarized Subtyping, at the onset of this research
without property types, serving as the bedrock of this thesis. We necessarily omit a full presentation
of the material; most of the omitted details can be found in Lakhani et al. [97].

2.1 Technical Overview
As we have introduced, call-by-push-value [103, 105] is characterized by a separation of types
into positive τ+ and negative σ− layers, with shift modalities (↓, ↑) going back and forth between
them. The intuition is that positive types classify observable values v while negative types classify
computations e.

τ+, σ+ ::= τ+1 � τ+2 | 1 | �{ℓ : τ+ℓ }ℓ∈L | ↓σ− | t+

σ−, τ− ::= τ+ → σ− | N{ℓ : σ−
ℓ }ℓ∈L | ↑τ+ | s−

In our type system, the usual binary product τ × σ splits into two: τ+ � σ+ for eager, directly
observable products inhabited by pairs/tuples of values, and N{ℓ : σ−

ℓ }ℓ∈L for lazy records1 with
a finite set L of fields we can project out. Binary sums are also generalized to variant record types
�{ℓ : τ+ℓ }ℓ∈L2. Record representations allow for richer subtyping (see Section 5.1): lazy and

1We could have included lazy pairs as well, but opted for lazy records as a sufficient generalization. However, we
still demonstrate binary products (tuples) and eager variant records, since pairs are more commonly encountered and
provide a familiar context.

2We borrow the notation � from linear logic even though no linearity is implied.
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variant record types support both width and depth subtyping, whereas the usual binary products
and sums support only the latter. For example, width subtyping means that �{false : 1} is a
subtype of bool+ = �{false : 1, true : 1}, while 1 (the unit type) would not be a subtype of the
usual binary 1 + 1. Neither is 1 a subtype of bool+, which demonstrates the utility of variant
record types with one label, such as �{false : 1}. Similar examples exist for lazy record types.
In this way, we recover some of the benefits of refinement types without the syntactic burden of a
distinct refinement layer or a separate object system like OCaml with polymorphic variants.

The shift ↓σ−3 is inhabited by an unevaluated computation of type σ− (a thunk). Conversely,
the shift ↑τ+ includes a value as a trivial computation (a return). These appear in Levy’s [103]
calculus under a different notation, which uses UB instead of ↓σ− and FA instead of ↑τ+.
Referring back to the example in Section 1.1, square brackets ([, ]) in the type signature maps to
↓σ− and angle brackets (<, >) to ↑τ+.

Function types in this system map arguments of a value type (domain) to results of a computa-
tion type (codomain). Historically, this can also translate to modeling the operational semantics
of a CK-machine [65], where the computation expression τ+ → σ− pops a value of type τ+ and
proceeds as a computation of type σ− [104]. In Section 2.6.2, we demonstrate how function types
translate to model ML-like (CBV) and Haskell-like (CBN) type expressions—using shifts!

We model recursive types not by explicit constructors µα+. τ+ and να−. σ−, typical of
isorecursive systems, but by type names t+ and s− which are defined in a global signature Σ. They
may mutually refer to each other. We treat type names as equirecursive and require them to be
contractive, which means that the right-hand side of a type definition cannot itself be a type name.
Since we would like to observe the values of positive types directly, the definitions of type names
t+ = τ+ are inductive. This allows inductive reasoning about the values returned by computations.
On the other hand, negative type definitions s− = σ− are recursive rather than coinductive in the
usual sense, which would require, for example, stream computations to be productive. Because
we do not wish to restrict recursive computations to those that are productive in this sense, they
are “productive” only in the sense that they satisfy a standard progress theorem.

Our use of unique type names plays a crucial role in our subtyping relations and implementa-
tion throughout this work. Note that we refer to the term recursive type as a catchall for mixed
inductive-coinductive types.

2.1.1 The Syntax of Values & Computations

The syntax for values v of a positive type and computations e of a negative type are as follows.

v ::= x | ⟨v1, v2⟩ | ⟨⟩ | j · v | thunk e

e ::= λx. e | e v | {ℓ = eℓ}ℓ∈L | e.j | return v | let return x = e1 in e2 | f
| match v (⟨x, y⟩ ⇒ e) | match v (⟨⟩ ⇒ e) | case v (ℓ · xℓ ⇒ eℓ)ℓ∈L | force v

Σ ::= · | Σ, t+ = τ+ | Σ, s− = σ− | Σ, f : σ− = e

Variables x always stand for values and therefore have a positive type. We use j to stand for
labels, which name fields of variant records or lazy records, where j · v injects value v into a sum

3The downshift represents a suspended computation and the upshift denotes computations producing a value [96].
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with an alternative labeled j and e.j projects field e out of a lazy record. When we quantify over a
(always finite) set of labels, we usually write ℓ as a metavariable for the labels.

In order to represent recursion, we use equations f = e in the signature where f is a
defined expression name, which we distinguish from variables, and all equations can mutually
reference each other. Following Levy, we do not allow names as values because this would add an
undesirable notion of computation to values. An alternative would have been explicit fixed point
expressions fix f. e, but this mildly complicates both typing and mutual recursion. Also, it seems
more elegant to represent all forms of recursion at the level of types and expressions in the same
manner. We also choose to fix a type for each expression name in a signature. Otherwise, each
occurrence of f in an expression could potentially be assigned a different type, which we will
model later (see Chapter 3) when using intersection types.

2.1.2 Dynamics

For the operational semantics, we use a judgment e 7→ e′ defined inductively by the following
rules which may reference a global signature Σ to look up the definitions of expression names f .
By contrast, values do not reduce (i.e. take a step). The dynamics of our extension to CBPV are
defined as follows.

(λx. e) v 7→ [v/x]e
e 7→ e′

e v 7→ e′ v let return x = return v in e2 7→ [v/x]e2

e1 7→ e′1
let return x = e1 in e2 7→ let return x = e′1 in e2

(j ∈ L)
{ℓ = eℓ}ℓ∈L.j 7→ ej

e 7→ e′

e.j 7→ e′.j

match ⟨v1, v2⟩ (⟨x, y⟩ ⇒ e) 7→ [v1/x][v2/y]e match ⟨⟩ (⟨⟩ ⇒ e) 7→ e

(j ∈ L)
case (j · v) (ℓ · xℓ ⇒ eℓ)ℓ∈L 7→ [v/xj]ej force (thunk e) 7→ e

f : σ− = e ∈ Σ

f 7→ e

Note that some computations, specifically λx. e, {ℓ = eℓ}ℓ∈L, and return v, do not reduce and
may be considered values in other formulations. Here, these are considered terminal computations
and we use the judgment e terminal to identify them.

λx. e terminal {ℓ = eℓ}ℓ∈L terminal return v terminal

2.2 Example: A Program Gone Wrong
Our introductory example (Section 1.1) demonstrates a well-typed program, but it is always good
to see what happens when things go wrong. Here, we show a decrement function, dec0, for binary
numbers in “little-endian” representation (least significant bit first). This example is directly
formalized in our types and with our dynamics (e.g., return here maps to our angle bracket (<,>)
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syntax used within functions in Polite for let expressions, etc.), which fails in our system due to a
subtyping error.

. bin+ = �{e : 1,b0 : bin,b1 : bin}
std+ = �{e : 1,b0 : pos,b1 : std}
pos+ =�{ b0 : pos,b1 : std}

dec0 : pos→↑std
= λx.match x (b0 · x′ ⇒ let return y′ = dec0 x

′ in return b1 · y′
| b1 · x′ ⇒ return b0 · x′ )

The function’s input is a positively-typed positive binary number, x, and it returns a binary
number in standard form (no leading zeros), which is negatively typed, hence the up(↑)-shift. The
error here is quite precisely identified by the bidirectional type checker (see Section 2.5). When
we inject b0 · x′ in the second branch it is not the case that x′ : pos as is required for standard
numbers! In fact, dec0 b1 · e · ⟨⟩ 7→∗ return b0 · e · ⟨⟩ which is not in standard form. On the other
hand, the fact that a branch for e · u is missing is correct because the type pos does not have an
alternative for this label.

We can fix this error by discriminating one more level of the input (which could be made
slightly more appealing by a compound syntax for nested pattern matching).

¥ dec : pos→↑std
= λx.match x (b0 · x′ ⇒ let return y′ = decx′ in return b1 · y′

| b1 · x′ ⇒ match x′ ( e · u ⇒ return e · u
| b0 · x′′ ⇒ return b0 · b0 · x′′

| b1 · x′′ ⇒ return b0 · b1 · x′′ ) )

2.3 Semantic (Sub)typing

The notion of semantic typing can be understood as a combination of inductive and coinduc-
tive definitions. Values are typed inductively, which yields the correct interpretation of purely
positive types such as natural numbers, lists, or trees, which all describe finite data structures.
Computations are typed coinductively because they include the possibility of infinite computa-
tion by unbounded recursion. Although we assume that we can observe the structure of values,
computations e cannot be observed directly, because like streams they may be infinite.

To justify both typing and subtyping by semantic means, we employ semantic typing of closed
values and computations, written v ∈ τ+ and e ∈ σ− respectively. From this we can, for example,
define semantic subtyping for positive types τ+ ⊆ σ+ as ∀v.v ∈ τ+ ⊃ v ∈ σ+.

Different notions of observation for computation would yield different definitions of semantic
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typing. For our purposes, since we want to allow unfettered recursion, we posit that we can (a)
observe the fact that a computation steps according to our dynamics, even if we cannot examine
the computation itself, and (b) when a computation is terminal we can observe its behavior by
applying elimination forms (for types τ+ → σ− and N{ℓ : σ−

ℓ }ℓ∈L) or by observing its returned
value (for the type ↑τ+).

Besides capturing a certain notion of observability, our semantics incorporates the usual
concept of type soundness, which is important both for implementations and for interpreting the
results of computations. We define these semantic properties as follows.

Semantic Preservation [97, Section 4] If e ∈ σ− and e 7→ e′ then e′ ∈ σ−.

Semantic Progress [97, Section 4] If e ∈ σ− then either e 7→ e′ for some e′ or e is terminal (but
not both). Progress here captures the usual slogan that “well-typed programs do not go
wrong” [111]. An implementation will not accidentally treat a pair as a function or try to
decompose a function as if it were a pair.

Semantic Observation If v ∈ τ+ then the structure of the value v is determined (inductively) by
the type τ+. Similarly, a terminal computation e ∈ ↑τ+ must have the form e = return v
with v ∈ τ+.

These combine to the following: if we start a computation for e ∈ ↑τ+, then either e 7→∗

return v for an observable value v ∈ τ+ after a finite number of steps or e does not terminate.
These semantics are similar to their syntactic counterparts, but the fact that we do not rely on

any form of syntactic typing is methodologically significant—a point driven home by Dreyer et
al. [53] for some time (see Section 5.2 for some pragmatic use cases). For example, if we have
a program that does not obey a syntactic typing discipline or is even syntactically well-formed,
like the embedding of the untyped λ-calculus (e.g. (λx. x x) (λx. x x)), but behaves correctly
according to our semantic typing, our results will apply. In turn, this program, in combination
with others that are well-typed, will both be safe (semantic progress) and return meaningfully
observable results (semantic preservation and observation) if it terminates.

Although, we will discuss the interplay between Polarized Subtyping in the presence of effects
later in this proposal (Section 3.4), we can already see that the semantic typing approach is well
suited for reasoning about the behavior of computational effects, to which CBPV was designed to
accommodate with its distinction between values and computations [103, Section 2.4]. Through
the lens of semantic typing, we can ensure behavioral soundness in the presence of effects.

2.3.1 Capturing Observation Depth of Recursive Computations

There are different frameworks for achieving the mix of inductive and coinductive reasoning
methods [3, 15, 34, 35, 40, 86, 94, 100, 116, 119, 132, 144], including approaches such as guarded
recursion [115] and sized types, the latter of which we have already touched upon. To simplify
our presentation, we have chosen step-indexing [7, 8, 10, 52] to present our semantic definition by
turning the coinductive proof into an inductive one, which does not require an additional formal
device [11]. Since the coinduction has priority over the induction, arguments proceed by nested
induction, first over the step-index, and second over the structure of the inductive definition. The
step-index is in fact the (universally quantified) observation depth for a coinductively defined
predicate. We do not index the (existentially quantified) size of the inductive predicate but use its
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structure directly since values are finite and reduce.

v ∈k t ≜ v ∈k τ
+ for t = τ+ ∈ Σ

v ∈k τ
+
1 � τ+2 ≜ v = ⟨v1, v2⟩, v1 ∈k τ

+
1 , and v2 ∈k τ

+
2 for some v1, v2

v ∈k 1 ≜ v = ⟨⟩
v ∈k �{ℓ : τ+ℓ }ℓ∈L ≜ v = j · vj and vj ∈k τ

+
j for some j ∈ L

v ∈k ↓σ− ≜ v = thunk e and e ∈k σ
− for some e

e ∈0 σ
− always

e ∈k+1 σ
− ≜ (e 7→ e′ and e′ ∈k σ

−) or (e terminal and e ∈̂k+1 σ
−)

e ∈̂k+1 s ≜ e ∈̂k+1 σ
− for s = σ− ∈ Σ

e ∈̂k+1 τ
+ → σ− ≜ e v ∈k+1 σ

− for all i ≤ k and v with v ∈i τ
+

e ∈̂k+1 N{ℓ : σ−
ℓ }ℓ∈L ≜ e.j ∈k+1 σ

−
j for all j ∈ L

e ∈̂k+1 ↑τ+ ≜ e = return v for some v ∈k τ
+

v ∈ τ+ ≜ v ∈k τ
+ for all k

e ∈ σ− ≜ e ∈k σ
− for all k

Figure 2.1: Definition of Semantic Typing

The clauses for our definition of semantic typing can be found in figure 2.1. We leverage three
main judgments (where all step indices k, i, j range over natural numbers):

1. e ∈k σ
− (e has semantic type σ− at index k)

2. e ∈̂k+1 σ
− (terminal e has semantic type σ− at index k + 1)

3. v ∈k τ
+ (v has semantic type τ+ at index k)

These judgments are defined by nested induction, first on k and second on the structure of v/e,
where part 2 can rely on part 1 for a computation that is not terminal. We write v < v′ when v is a
strict subexpression of v′. As we can see, the definition of semantic typing is quite straightforward,
and the step-indexing allows us to capture the depth of observation for recursive computations.

When expanding type definitions t = τ+ and s = σ− we rely on the assumption that type
definitions are contractive, so one of the immediately following cases will apply next. This
means that unlike many definitions in this style, the types do not necessarily get smaller. For the
inductive part (typing of values), the values do get smaller, and for the coinductive part (typing of
computations) the step-index will get smaller because in the case of functions and records the
constructed expression is not terminal.

Determining how step-indexing is affected by dynamics is not necessarily an objective en-
deavor. There are variations in the literature on how to handle this, including not decreasing
the index unless recursion is unrolled [8, 52, 117] to characterize nontermination, or keeping
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the index constant when analyzing a terminal computation consisting of a return. Stripping the
return constructor constitutes a form of observation, and therefore decreasing the index seems
both appropriate and simplest.

Note that quantification over i ≤ k in the case of terminal computations of function type seems
necessary because we need the relation to be downward closed so that it defines a deflationary
fixed point [4, 79]. Therefore, values and computations are semantically well-typed if they are
well-typed for all step indices.

2.4 Subtyping

We have focused on semantic typing thus far, but we will now prioritize a syntactic definition of
subtyping that expresses an algorithm and shows it both sound and complete with respect to the
given semantic definition.

To ground this, we start with a definition of semantic subtyping:

1. τ+ ⊆ σ+ iff v ∈ τ+ implies v ∈ σ+ for all v.

2. τ− ⊆ σ− iff e ∈ τ− implies e ∈ σ− for all e.

One necessary thorn on the side of subtyping in the presence of recursive types is how to
handle empty or value-uninhabited types [95, 106]. Because values are always observable, how
do we determine and prove τ+ is empty in a subtyping relation? What does this mean for negative
types?

In this section, we briefly dive into how empty and full types interact with subtyping, highlight
our soundness result for subtyping, and demonstrate our novel proof technique for single-suceedent
judgments, or consequents4 that proves syntactic versions of typing and subtyping are sound
regarding our semantic definitions.

2.4.1 Closing the Circle

In this foundational presentation, we use Brotherston and Simpson’s system CLKIDω of circular
proofs [21] to carry out our metatheory. In this system, the succedent of any sequent is either
empty or a singleton [18]. Although it is not the usual approach, utilizing proofs for dealing with
subtyping is advantageous in this consequent-restricted representation, centered on step-indexing
and recursive types, as it has finitely many distinct subderivations, making it finitely presentable
for nested types. Later, we will present a more streamlined representation in the Chapter on
property types (see Section 3.2), whose rules are not constrained to consequents.

Cyclic reasoning identifies repeated sections of the proof (cycles), and various guardedness
conditions are imposed on the proofs to ensure their soundness [20]. Furthermore, cyclic proofs
are an alternative to explicit induction; that is, without explicit induction rules, as the induction
argument is essentially created implicitly through the discovery of a cyclic proof. This approach
succinctly ties together the expansion of our semantic definition (Figure 2.1) with our subtyping

4A consequent [118] refers to having a single succedent type on the right of a subtyping relation (≤ in subtyping
judgments and ⊢ in semantic ones).
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relation. The next sections will demonstrate examples of our circular proofs for subtyping which
are sound with respect to our semantic definitions.

2.4.2 Emptiness (and Fullness)

A straightforward observation is that τ+ ⊆ σ+ whenever τ+ is an empty type, regardless of
σ+, because the necessary implication holds vacuously. Suitable for both presentation and
implementation, we first put the signature into a normal form that alternates between structural
types and type names.

τ+ ::= t1 � t2 | 1 | �{ℓ : tℓ}ℓ∈L | ↓s
σ− ::= t→ s | N{ℓ : sℓ}ℓ∈L | ↑t
Σ ::= · | Σ, t = τ+ | Σ, s = σ− | Σ, f : σ− = e

As an example, the type t0 = 1 � t0 is empty because we may assume that t0, where t0 is a
positive type name, is empty while testing 1� t0. Let us build a formal circular derivation for this
example, first by bringing the signature Σ = {u0 = 1, t0 = u0 � t0} into normal form, and then
constructing this proof.

t0 = u0 � t0
CYCLE()

t0 empty
t0 empty

�EMP2

This derivation follows seamlessly from the rule(s) in Figure 2.2. We construct a circular
derivation for t0 empty and form a valid cycle when we encounter a goal t0 empty as a proper
subgoal of t0 empty.

With our infinitary treatment of negative types, they are never empty. Instead, we symmetrically
define a computation type σ− to be full, namely that it is inhabited by every (semantically well-
typed) computation. Derivations may be constructed from the rules in Figure 2.2. A simple
example is the type N{ }, that is, the lazy record without any fields. It contains every well-typed
expression because all projections (of which there are none) are well-typed. It turns out that
fullness is directly derived from emptiness non-recursively.

The theorems for emptiness and fullness can be found in [98, Appendices D and E].

2.4.3 Syntactic Subtyping

The rules for syntactic subtyping (see Figure 2.3) build a circular derivation of t+ ≤ u+ and
s− ≤ r−. A circularity arises when a goal t ≤ u or s ≤ r arises as a subgoal strictly above a
goal that is of one of these two forms. For example, let us construct a valid circular proof for
an obvious, positive relation that holds: pos ≤ nat, a relation exhibiting width and recursive
subtyping, previously mentioned in the introductory example (Section 1.1). The types and their
signatures are defined as follows.
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t = �{ℓ : tℓ}ℓ∈L ∈ Σ tj empty (∀j ∈ L)

t empty
�EMP (no rules for t = 1 or t = ↓s)

t = t1 � t2 ∈ Σ t1 empty
t empty

�EMP1
t = t1 � t2 ∈ Σ t2 empty

t empty
�EMP2

s = t1 → s2 ∈ Σ t1 empty
s full

→FULL
s = N{ } ∈ Σ

s full
NFULL

(no rule for s = ↑t)

Figure 2.2: Circular Derivation Rules for Emptiness (Positive Types) & Fullness (Negative Types)

À zero+ = �{zero : 1}
nat+ = �{zero : 1, succ : nat}
pos+ = �{ succ : nat}

Now, let us look at the circular derivation of the subtyping rule. We annotate each subgoal
from the �SUB rule with the corresponding label on the record and mark the cycle with an asterisk.

[zero] 1 ≤ 1
1SUB

CYCLE(∗)

[succ] nat ≤ nat

[succ] nat ≤ nat (∗)
pos ≤ nat

The relationship between t ≤ u and v ∈k t ⊢ v ∈k u interprets the subtyping relation (t ≤ u)
as t ⊆ u, that is, every value in t is also a value in u for all k and v.

In the next representation, we show a circular derivation of the subtyping relation in the
metatheory using our semantic definitions (see Figure 2.1). This process also concludes with a
cycle. The goal is to break down the subtyping relation into a series of subgoals, based on how
types are nested, each representing a subtyping relation between smaller types.

v′′ ∈k 1 ⊢ v′′ ∈k 1
id

v′′ ∈k 1 ⊢ zero · v′′ ∈k nat
∈R

v′ = zero · v′′, v′′ ∈k 1 ⊢ v′ ∈k nat
=L

CYCLE(∗)([v′′/v])

v′′ ∈k nat ⊢ v′′ ∈k nat
v′′ ∈k nat ⊢ succ · v′′ ∈k nat

∈R

v′ = succ · v′′, v′′ ∈k nat ⊢ v′ ∈k nat
=L

v′ ∈k nat ⊢ v′ ∈k nat (∗)
�L,∈L

v′ ∈k nat ⊢ succ · v′ ∈k nat
=R

v = succ · v′, v′ ∈k nat ⊢ v ∈k nat
=L

v ∈k pos ⊢ v ∈k nat
∈L

Proof details of the soundness of subtyping theorem can be found in [98, Appendix F]. We
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t = t1 � t2 u = u1 � u2 t1 ≤ u1 t2 ≤ u2

t ≤ u
�SUB t = 1 u = 1

t ≤ u 1SUB

t = �{ℓ : tℓ}ℓ∈L u = �{k : uk}k∈K ∀ℓ ∈ L. tℓ empty ∨ (ℓ ∈ K ∧ tℓ ≤ uℓ)

t ≤ u
�SUB

t = ↓s u = ↓r s ≤ r
t ≤ u

↓SUB
s = t1 → s2 r = u1 → r2 u1 ≤ t1 s2 ≤ r2

s ≤ r
→SUB

s = ↑t r = ↑u t ≤ u
s ≤ r

↑SUB

s = N{ℓ : sℓ}ℓ∈L r = N{j : rj}j∈K ∀j ∈ K. j ∈ L ∧ sj ≤ rj
s ≤ r

NSUB

t empty u = τ+

t ≤ u ⊥SUB+
s = ↑t t empty r = σ−

s ≤ r ⊥SUB− s = σ− r full
s ≤ r ⊤SUB

Figure 2.3: Circular Derivation Rules for Subtyping

capture the theorem here.

Theorem 1 (Soundness of Subtyping).
1. If t ≤ u then v ∈k t ⊢ v ∈k u for all k and v (and so, t ⊆ u).
2. If s ≤ r then e ∈k s ⊢ e ∈k r for all k and e (and so, s ⊆ r).

The proof cases for each subtyping rule follow the same basic pattern: we construct a version
of the proof proceeding by a compositional translation of the circular derivation of subtyping
into a circular derivation in the intuitionistic metalogic [18]. When the subtyping proof is closed
due to a cycle, we close the proof in the metalogic with a corresponding cycle. A valid cycle
demonstrates that the judgments in the premises of the derived rule are strictly smaller than the
judgments in the conclusion. Since our mixed logical relation is defined by nested induction, first
on the step-index k and second on the structure of the value v or expression e, the lexicographic
measure (k, v/e) should strictly decrease.

Taking into account the step-indexing of computations, we separate the cases for k = 0 and
k > 0 with e 7→ e′ because the argument is essentially the same except in the case of ⊤SUB.
When k > 0 and e terminal we distinguish cases according to the various rules.

Besides soundness, reflexivity and transitivity of syntactic subtyping are two other properties
that we prove to ensure that the syntactic subtyping rules are sensible and have no obvious gaps—a
common exercise. These proofs can be found in [98, Appendix G]. We can straightforwardly
prove that the syntactic subtyping for purely positive types is complete with respect to semantic
subtyping. Note that we do not delve into the notion of preciseness in this thesis (for the subset of
syntactic subtyping of negative types), considered by Ligatti et al. [106]. It is a property that’s
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highly language-sensitive, dependent on very specific environments for subtyping, as well as
non-standard subtyping rules [175].

2.5 Bidirectional Typing

While our previous work presents both a declarative and an algorithmic typing procedure for
our calculus, we will focus on the latter: a bidirectional typechecking system that is more
practical, user-friendly (less type annotations), and amenable to implementation. Bidirectional
typechecking [129] has been a popular choice for algorithmic typing, especially when it comes
to subtyping [60], and is decidable for a wide range of rich type systems. It avoids inference
issues around subsumption [90] and with our extensive use of type names and variant records. In
addition, it has a long history with polarized logics [59, 63]. Moreover, bidirectional typing is
quite robust with respect to language extensions whereas various inference procedures are not.

This approach splits each of the typing judgments, Γ ⊢ v : τ+ and Γ ⊢ e : σ−, into checking
(⇐) and synthesis (⇒) judgments for values and expressions, respectively:

Γ ⊢ v ⇐ τ+ Γ ⊢ v ⇒ τ+ In context Γ, value v either checks or synthesizes type τ+

Γ ⊢ e ⇐ σ− Γ ⊢ e ⇒ σ− In context Γ, expression e either checks or synthesizes type σ−

The rules for our system, given subtyping, can be found in Figure 2.4, including the rules for
positive and negative subsumption. These rules require that the types in annotations be translated
into normal form, possibly introducing new (user-invisible) definitions in the signature. We
introduce two new forms of syntactic values (v : τ+) and computations (e : σ−), which exist
purely for typechecking purposes and are erased before evaluation.

The theorems (with straightforward proofs) for soundness and completeness of our recipe for
bidirectional algorithmic typing can be found in [98, Appendix J].

Due to our use of equirecursive types, the implementation of this system can closely follow
the structure of the rules in Figures 2.2, 2.3, and 2.4, leveraging a memoization table to construct
circular derivations of emptiness, as well as to lazily construct circular derivations of subtyping
for positive and negative type names (bottom-up).

2.6 Deriving Related Systems of Subtyping

Levy’s CBPV calculus provides a foundational framework that facilitates the translation of
evaluation strategies and the incorporation of alternative typing relations, such as isorecursive
types, enabling a uniform embedding of both ML-like (CBV) and Haskell-like (CBN) languages
within a common core intermediate language.

18



Γ ⊢ v1 ⇐ τ+1 Γ ⊢ v2 ⇐ τ+2
Γ ⊢ ⟨v1, v2⟩ ⇐ τ+1 � τ+2

�I
Γ ⊢ v ⇒ τ+1 � τ+2 Γ, x:τ+1 , y:τ

+
2 ⊢ e ⇐ σ−

Γ ⊢ match v (⟨x, y⟩ ⇒ e) ⇐ σ− �E

x : τ+ ∈ Γ
Γ ⊢ x ⇒ τ+

VAR
Γ ⊢ ⟨⟩ ⇐ 1

1I
Γ ⊢ v ⇒ 1 Γ ⊢ e ⇐ σ−

Γ ⊢ match v (⟨⟩ ⇒ e) ⇐ σ− 1E

Γ ⊢ e ⇐ σ−

Γ ⊢ thunk e ⇐ ↓σ− ↓I
Γ ⊢ v ⇒ ↓σ−

Γ ⊢ force v ⇒ σ− ↓E
(j ∈ L) Γ ⊢ v ⇐ τ+j

Γ ⊢ j · v ⇐ �{ℓ : τ+ℓ }ℓ∈L
�I

Γ ⊢ v ⇒ �{ℓ : τ+ℓ }ℓ∈L ∀(ℓ ∈ L) : Γ, xℓ:τ
+
ℓ ⊢ eℓ ⇐ σ−

Γ ⊢ case v (ℓ · xℓ ⇒ eℓ)ℓ∈L ⇐ σ− �E
Γ, x:τ+ ⊢ e ⇐ σ−

Γ ⊢ λx. e ⇐ τ+ → σ− →I

Γ ⊢ e ⇒ τ+ → σ− Γ ⊢ v ⇐ τ+

Γ ⊢ e v ⇒ σ− →E
∀(ℓ ∈ L) : Γ ⊢ eℓ ⇐ σ−

ℓ

Γ ⊢ {ℓ = eℓ}ℓ∈L ⇐ N{ℓ : σ−
ℓ }ℓ∈L

NI

Γ ⊢ e ⇒ N{ℓ : σ−
ℓ }ℓ∈L (j ∈ L)

Γ ⊢ e.j ⇒ σ−
j

NEk
f : σ− = e ∈ Σ

Γ ⊢ f ⇒ σ− NAME Γ ⊢ v ⇐ τ+

Γ ⊢ return v ⇐ ↑τ+ ↑I

Γ ⊢ e1 ⇒ ↑τ+ Γ, x:τ+ ⊢ e2 ⇐ σ−

Γ ⊢ let return x = e1 in e2 ⇐ σ− ↑E
Γ ⊢ v ⇒ τ+ τ+ ≤ σ+

Γ ⊢ v ⇐ σ+ SUB+

Γ ⊢ e ⇒ τ− τ− ≤ σ−

Γ ⊢ e ⇐ σ− SUB− Γ ⊢ v ⇐ τ+

Γ ⊢ (v : τ+) ⇒ τ+
ANNO+ Γ ⊢ e ⇐ σ−

Γ ⊢ (e : σ−) ⇒ σ− ANNO−

Figure 2.4: Bidirectional Typing

2.6.1 Isorecursive Types

Our system uses equirecursive types, which allow for many subtyping relations since there are
no term constructors for folding recursive types [174]. Moreover, equirecursive types support
the normal form in which constructors are always applied to type names (see Section 2.4.2),
simplifying our algorithms, their description, and implementations. Going further, isorecursive
types are often treated as an inconvenience, as the explicit folding and unfolding are often
abstracted away into other constructs. For example, in functional languages such as Haskell or
ML, a flavor of isorecursive types is provided (and hidden) through datatypes [177].

Most importantly, perhaps, equirecursive types are more general because we can directly inter-
pret isorecursive types, which are embodied by fold and unfold operators, into our equirecursive
setting and apply our standard subtyping rules.

For every recursive type µα+. τ+, we introduce a definition t+ = �{foldµ : [t/α]τ}. Simi-
larly, for every corecursive type να−. σ− we introduce a definition s− = N{foldν : [s/α]σ}. The
labels foldµ and foldν , tagging the sole choice of a unary variant or lazy record, respectively, play
exactly the role that the fold constructor plays for recursive types. This entirely straightforward
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translation (see [98, Appendix K]) is enabled by our generalization of binary sums and lazy pairs
to variant and lazy records, respectively, so we can use them in their unary form. With the addition
of this translation, we can model recursive types with explicit constructors.

2.6.2 Call-by-value & Call-by-name Embeddings

Finally, we bring together existing theories and derive systems of subtyping for CBN and CBV
from Levy’s translations into our equirecursive CBPV variant. Most of the details, including
statics and dynamics, circular derivation rules for subtyping, and the soundness and completeness
proofs have been elided for brevity, but can be found in [98, Appendix L] (for CBN) and in [98,
Appendix M] (for CBV).

Call-by-name. Now consider a CBN language with the following types.

τ, σ ::= τ → σ | τ1 � τ2 | 1 | �{ℓ : τℓ}ℓ∈L | N{ℓ : τℓ}ℓ∈L

Levy [105] presents translations, (−)⊟, from CBN types and terms to CBPV negative types
and expressions, respectively. An auxiliary translation, ↓(−)⊟, on contexts is also used. Here is
an excerpt of terms and type translations, leveraging shifts.

Types

(τ → σ)⊟ = ↓τ⊟ → σ⊟

(τ1 � τ2)
⊟ = ↑(↓τ⊟1 � ↓τ⊟2 )

(1)⊟ = ↑1
(�{ℓ : τℓ}ℓ∈L)⊟ = ↑�{ℓ : ↓τ⊟ℓ }ℓ∈L
(N{ℓ : σℓ}ℓ∈L)⊟ = N{ℓ : σ⊟

ℓ }ℓ∈L

Terms

(x)⊟ = return x

(λx. e)⊟ = λx. e⊟

(e1 e2)
⊟ = e⊟1 (thunk e⊟2 )

We translate type names t to fresh type names t⊟. This process involves translating the body
of t’s definition and inserting additional type names as needed to achieve a normal form that
alternates between structural types and type names. Levy [105] has proven that well-typed terms
remain well-typed after the translation to CBPV is applied. Since our syntactic typing rules are
identical, the theorem carries over into this setting.

We adapt the subtyping system of Gay and Hole [76] to a λ-calculus from the π-calculus,
which reverses the direction of subtyping from their classical system and adds empty records.
These rules introduce a CBN syntactic subtyping judgment t ≤ u. To distinguish it from CBPV
syntactic subtyping, we use superscript minuses for CBPV type names, with CBN type names not
marked. As in CBPV syntactic subtyping, the rules for CBN subtyping build a circular derivation.
Like before, a circularity arises when a goal t ≤ u arises as a proper subgoal of itself.

As demonstrated in our published work [98], the CBN subtyping rules are precisely those for
which t ≤ u in the CBN language IFF t⊟ ≤ u⊟ in the CBPV metalanguage. This observation has
been proven to be sound and complete in relation to Gay and Hole’s CBN subtyping.

In [97, Section 8.1], we discuss the minor differences between CBN subtyping rules and those
of CBPV, highlighting an exception that is otherwise analogous to the rules of Gay and Hole [76].
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Call-by-value. The procedure for Levy’s CBV translation plays out similarly to that of the CBN
one, with the same language of terms. An excerpt of terms as well as translations from CBV types
to CBPV positive types and expressions is as follows.

Types

(τ → σ)⊞ = ↓(τ⊞ →↑σ⊞)

(τ1 � τ2)
⊞ = τ⊞1 � τ⊞2

(1)⊞ = 1

(�{ℓ : τℓ}ℓ∈L)⊞ = �{ℓ : τ⊞ℓ }ℓ∈L
(N{ℓ : σℓ}ℓ∈L)⊞ = ↓N{ℓ : ↑σ⊞

ℓ }ℓ∈L

Terms

(x)⊞ = return x

(f)⊞ = force f for f : τ = e ∈ Σ

(λx. e)⊞ = return (thunk (λx. e⊞))

(e1 e2)
⊞ = let return x = e⊞2 in

let return f = e⊞1 in
(force f)x

Similarly to the CBN translation, we also translate type names t to fresh type names t⊞ and
follow suit, as Levy [105]’s theorem also carries over.

We adapt the CBV subtyping system of Ligatti et al. [106] to our setting, which means that we
include variants and lazy records with width and depth subtyping and replace isorecursive with
equirecursive types. Taking care to distinguish the CBV syntactic subtyping judgment, t ≤ u,
from the CBPV syntactic subtyping, we mark CBPV type names with superscript pluses. The
rules for CBV subtyping also build circular derivations.

In [97, Section 8.2], we discuss the differences between CBV subtyping rules and those
of CBPV, particularly how our rules diverge from those of Ligatti et al. [106] in the handling
of “t ≤ u if u = u1 → u2 and u1 empty” that generalizes to our subsumption rules involving
⊤SUB→→

V , ⊤SUBN→
V , and ⊤SUB→N

V (if they had incorporated lazy records).
One notable caveat in this interpretation is that Polarized Subtyping in Levy’s CBV translation

is incomplete due to the ↓ shift acting as a barrier to fullness [97, Section 8.2], as “t ≤ u if u = ↓r
and r full” would be unsound in polarized subtyping. This phenomenon is largely theoretical,
affecting only non-applicable functions and empty records in specific comparisons with CBV
types, which results from their system’s non-standardization. A more nuanced translation could
potentially resolve this incompleteness.
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Chapter 3

Work in Progress

Now with Unions, Intersections, & Type Difference

“Union, intersection and recursive types are type constructions which make it possible to formulate
very precise types. However, because of type checking difficulties related to the simultaneous use of
these constructions, they have only found little use in programming languages. One of the problems
is subtyping”
— Flemming M. Damm, Subtyping with union types, intersection types and recursive types [39]

In this chapter, we document a portion our in progress work (i.e., still finalizing results) and
background on extending Polarized Subtyping with more advanced property types, specifically
intersections, unions, and type difference. We also touch on the challenges involved with the
interaction of these type features and effects, where we hope to provide an updated analysis on
the value restriction and related phenomena.

3.1 Background: Property Types

3.1.1 Intersection types

Intersection types were introduced in the 1970s and have been extensively studied as a form of
type polymorphism [37, 46, 130]. They permit the expression of all possible, explicitly chosen
(interesting) types of a program, and can also identify expressions that fail to type-check if they
use different types to satisfy varying branches in the intersection [37].

Intersections provide a means to attribute multiple types to an expression, either as a binary
relationship: (τ+ ∧ σ+) or encompassing functions: (τ+1 → σ−

1 ) ∧ (τ+2 → σ−
2 ). They are an

example of a implicit typing feature that can describe program behavior only in the language of
types, without manifesting itself within the syntactic terms of a program [51].

To illustrate a simple example with intersection types and subtyping in action, we consider the
following well-typed program in Polite: incrementing natural numbers and binary numbers.
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type nat = +{'zero : 1, 'succ : nat}

type bin = +{'e : 1, 'b0: bin, 'b1 : bin}

type std = +{'e : 1, 'b0: pos, 'b1: std}

type pos = +{ 'b0: pos, 'b1: std}

(* a fn that increment nats and bins *)

comp inc : nat -> <nat> /\ bin -> <bin>

= fun x0 => match x0 { 'e u => <'b1 'e u>

| 'b0 x1 => <'b1 x1>

| 'b1 x2 => let <x3> = inc x2 in <'b0 x3>

| 'zero _ => <'succ x0>

| 'succ _ => <'succ x0> }

(* evaluate nat(s) *)

eval one : <nat> = <'succ 'zero ()>

eval two : <nat> = let <x> = one in inc x

eval ten : <pos> = <'b1 'b0 'b1 'e ()>

(* evaluate inc with pos (pos is a subtype of nat) *)

eval eleven : <bin> = let <x> = ten in inc x

Here, an increment function accepts an intersection of nat+ → nat+∧ bin+ → bin+, meaning
that it can accept a natural number or a binary number and return the same. The function itself is
defined by pattern matching on the input and returning the appropriately typed output. The eval
expressions demonstrate the use of the increment function with a natural number and a binary
number, showing subtyping with the pos+ binary type.

Although this example is straightforward, the use of intersection types can be quite powerful
in more complex scenarios, particularly with width and depth subtyping at our disposal. For
instance, consider a program that works with an intersection across different yet precise API
request/response record types. Our system, utilizing width subtyping and intersections, can adapt
seamlessly to the rich and diverse structures of these APIs without breaking existing callers—
a plea made passionately in Hickey’s [87] Maybe Not presentation on static type systems in
functional programming. This approach ensures compatibility and flexibility, allowing robust and
maintainable codebases.

Next, we briefly examine a more interesting example demonstrating subtyping with intersec-
tion types: the Fibonacci representation of natural numbers.

3.1.2 Example: Fibonacci Sums

Below is an implementation in Polite of the algorithm from Song’s [145] Linear Time Addition
of Fibonacci Encodings for normalizing Fibonacci sums. This algorithm is based on a binary
encoding that preserves the property that there are no consecutive 1-bits in the representation.
We implement binary form here with explicit labels for “0” and “1” record fields. The algorithm
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is quite non-trivial and takes advantage of intersections for computing the reverse of the sum at
each pass: a downward pass (MSB to LSB) to reverse the result, and an upward pass (LSB to
MSB). The normalization function normalize is a composition of the reverse and pass functions,
which are defined recursively. The fib63 evaluated represents the 63rd Fibonacci number in
the sequence, 11011101, and the fib63normal evaluated represents the normalized form of that
number: 000010001. Note the essential use of intersection types. We could not express the
specifically defined properties of the reverse functions without them.

type fib = +{'0 : fib, '1 : fib, 'e : 1}

type normal = +{'0 : normal, '1 : normal1, 'e : 1}

type normal1 = +{'0 : normal, 'e : 1}

type buffered = +{'0 : buffered, '1 : buffered1, 'e : 1}

type buffered1 = +{'0 : buffered, '1 : buffered11, 'e : 1}

type buffered11 = +{'0 : buffered1, 'e : 1}

comp pass1 : fib -> <buffered>

= fun x0 => pass1_0 x0

comp pass1_0 : fib -> <buffered1>

= fun x0 => match x0 { '0 x1 => let <x2> = pass1_0 x1 in

<'0 x2>

| '1 x3 => let <x4> = pass1_01 x3 in

<x4>

| 'e x5 => <'0 'e ()> }

comp pass1_01 : fib -> <buffered1>

= fun x0 => match x0 { '0 x1 => let <x2> = pass1_0 x1 in

<'0 '1 x2>

| '1 x3 => let <x4> = pass1_0 x3 in

<'1 '0 x4>

| 'e x5 => <'0 '1 'e ()> }

comp pass2 : buffered -> <normal>

= fun x0 => match x0 { '0 x1 => let <x2> = pass2 x1 in

<'0 x2>

| '1 x3 => let <x4> = pass2_1 x3 in

<x4>

| 'e x5 => <'e ()> }
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comp pass2_1 : buffered1 -> <normal>

= fun x0 => match x0 { '0 x1 => let <x2> = pass2 x1 in

<'1 '0 x2>

| '1 x3 => let <x4> = pass2_11 x3 in

<x4>

| 'e x5 => <'1 'e ()> }

comp pass2_11 : buffered11 -> <normal>

= fun x0 => match x0 { '0 x1 => let <x2> = pass2_1 x1 in

<'0 '0 x2>

| 'e x3 => <'0 '0 '1 'e ()> }

comp rev : fib -> fib -> <fib> /\ buffered -> buffered11 ->

<buffered> /\ buffered1 -> buffered1 ->

<buffered> /\ buffered11 -> buffered -> <buffered>

= fun x0 => fun x1 => match x0 { '0 x2 => rev x2 ('0 x1)

| '1 x3 => rev x3 ('1 x1)

| 'e x4 => <x1> }

comp reverse : fib -> <fib> /\ buffered -> <buffered>

= fun x0 => rev x0 ('e ())

comp normalize : fib -> <normal>

= fun x0 => let <x1> = reverse x0 in

let <x2> = pass1 x1 in

let <x3> = reverse x2 in

let <x4> = pass2 x3 in

<x4>

(* 63 = 11011101 = 1+2+5+8+13+34 (non-canonical) *)

comp fib63 : <fib>

= <'1 '1 '0 '1 '1 '1 '0 '1 'e ()>

(* fib63normal = 000010001 = 8 + 55 (canonical) *)

eval fib63normal : <normal>

= let <f63> = fib63 in normalize f63

The only property that we cannot check is whether the result always has the same value as the
input, but that would require arithmetically indexed types [42, 43], which is beyond the scope of
this thesis and involves incorporating additional layers into the type system.
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3.1.3 Union Types

Dual to intersection types, union types [107] are another implicit typing feature—independent of
any particular expression construct. While the use of intersection types for practical programming
has lineage traced to Reynold’s Forsythe language [138], unions followed as a dual counterpart in
Pierce’s dissertation on subtyping [127] and Barbanera, et al.’s type assignment system combining
the two [12]. Union types allow for a partitioning of larger types, which is convenient in
many contexts where granularity is needed. As an example, in combination with our variant
records, the type bool+ = �{true : 1, false : 1} can be partitioned into two unary records:
true+ = �{true : 1} and false+ = �{false : 1}.

A straightforward but more interesting example involves a type signature for a function with a
codomain (output) that tiles the space of natural numbers when combined, but is refuted if one
disjunct is not present in it.

type nat = +{'zero : 1, 'succ : nat}

type even = +{'zero : 1, 'succ : odd}

type odd = +{ 'succ : even}

type nat_cover = (even * odd) \/

(even * even) \/

(odd * odd) \/

(odd * even)

comp ex1 : (nat * nat) -> <nat_cover>

= fun x => <x>

eval z: <nat> = <'zero ()>

eval ex2 : <nat_cover> = let <x> = z in ex1 (x, x)

type nat_cover_no_oo = (even * odd) \/

(even * even) \/

(odd * even)

fail comp ex3 : (nat * nat) -> <nat_cover_no_oo>

= fun x => <x>

Here, the subtyping relation nat+�nat+ ≤ (even�odd)∨(even�even)∨(odd�odd)∨(odd�
even) holds (with nat cover), as it spans the entire nat coverage set of possibilities. However,
the subtyping relation nat+ � nat+ ≰ (even � odd) ∨ (even � even) ∨ (odd � even) does not
hold (with nat cover no oo) when odd � odd is removed, which we capture with fail in the ex3
expression (fail is a keyword for testing expressions where typechecking should fail to hold in
Polite).

We are still researching interesting examples that necessitate disjunction. One that comes to
mind involves statically checking whether the color invariant of a red-black tree [44, 54, 93] is
violated at either the root (the root is red and some child is red), at the left child (the left child is
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red and one of its children is red), or at the right child.
Another example demonstrating the need for union types relates to nondeterministic tree

automata [36], where union types can help define the subtyping relation as the inclusion of
recognized languages [165].

Unions are considered an indefinite property type [55, 62], as they can encompass either
property τ− or property σ− (in the negative case) of a type definition such as τ− ∨ σ−, which,
without restriction, can lead to nondeterministic semantics where any one of the branches that
match can be taken [56, 134]. This is not the case for positive, observable unions. Unions are
tricky. Determining the scope of the elimination rules for indefinite types is non-trivial [169]. We
discuss these issues in more detail in Section 3.4.

3.1.4 Blending Intersection & Union Types

The interaction between intersection and union types opens up a rich space of possibilities for type
systems. However, because of typechecking difficulties related to the simultaneous use of these
constructions, a sound foundation has been elusive in popular programming languages [39]. Dow-
nen et al. [51] warns:

°
From a language designer’s perspective, intersection and union types have different
metatheoretic properties, and naively extending a language with intersection or union
types can easily lead to some undesirable outcomes.

The background and related discussion on some of these undesirable outcomes are covered
in Section 5.1. Much of our work in this area is focused on understanding the metatheoretic
properties of these types through a polarized lens and their interaction in the presence of effects.
Oriented toward the latter goal, we aim to develop a more principled and practical approach to
subtyping with the blending of these property types that operates along the lines of pure and/or
effectful fragments of the subtyping relation, while identifying a better explanation for their
(co)value restrictions (see 3.4.1).

3.1.5 Type Difference

Type difference, or type subtraction, is a less common feature in type systems, but has roots
in record extensions as restriction and removal operations [25] and is usable for conditional
expressions [168]. This notion is related to set difference [28, 70], where the difference of two
types τ+\σ+ is the type of all values that are in τ+ but not in σ+. For example, given the
type nat+\even+ as a function input, we would expect to receive only odd numbers, deriving
a signature like (nat+\even+) → odd+. Note that in Polite, we replace “\” with “−” to avoid
conflicts with parsing the syntax.

Next, we present some basic examples of type difference in Polite, testing whether the
computation should pass or fail based on the type signature. Most of these are self explanatory,
but demonstrate the utility of type difference as a feature in a type system, especially in working
with variant record types.
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type nat = +{'zero : 1, 'succ : nat}

type even = +{'zero : 1, 'succ : odd}

type odd = +{ 'succ : even}

comp test1 : (nat - odd) -> <even>

= fun x => <x>

comp test2 : (nat - even) -> <odd>

= fun x => <x>

comp test3 : even -> <nat>

= fun x => <x>

(* cannot be even and odd at the same time => bottom *)

comp test4 : (even /\ odd) -> <Bot>

= fun x => <x>

comp test5 : even -> <nat - odd>

= fun x => <x>

comp test6 : odd -> <nat - even>

= fun x => <x>

3.2 (Sub)typing
As we did back in Section 2.4, we would like to provide a soundness proof for subtyping now with
the addition of these new property types—without the burden of effects (at the moment). This
undertaking has involved much back and forth due to how these types behave based on polarization.
To get started, we will jump right into our types and terms presentation with signatures in normal
form, alternating between structural types and type names. Because these property types have no
syntactic representation in the language or dynamics, the following summary of our calculus will
focus only on the type language.

τ+ ::= . . . | t ∧ u | t ∨ u | t\u | ⊤ | ⊥
σ− ::= . . . | s ∧ r | s ∨ r

Γ ::= · | Γ, t = τ+ | Γ, s = σ−

Σ ::= · | Σ, t = τ+

∆ ::= · | ∆, t = τ+

Beyond polarity and types, we introduce additional contexts to our language to account for
subtyping relations that consist of a multiplicity of type constraints, each representing multiple
properties. This shift to subtyping contexts is beneficial because intersections can encapsulate
many nested typings. In this setting, the subtyping contexts Γ and Σ are defined as follows:
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• Γ is a subtyping context that collects both positive and negative types.
• Σ is a subtyping context that collects only positive types.

This characterization of subtyping contexts follows from varying lines of work, including Seo
and Park [142]. Furthermore, the ∆ context is introduced as a mechanism for incrementally
building a covering set—i.e., a set of exhaustive patterns—for a context inhabited by product
types (see Theorem 2).

After much careful consideration, the current approach views intersections and unions as
crossing the aisle, acting as both positive and negative types, while type difference is strictly
positive and cannot be constructed in the negative layer. We also do not have to specialize rules
for emptiness (and fullness) as we did in Section 2.4.2, as we no longer operate at the level of
consequents.

Our updated semantic definition can be found in Figure 3.1, where we have extended it to
account for the new property types and contexts. Two key points to note are that step indices for
intersections, unions, and type difference (across layers) are not affected, as there are no dynamics
associated with them. Secondly, closed values can now be semantically characterized as v ∈k J⊥K,
v ∈k J⊤K, and v ∈k JΓK∩, and v ∈k JΣK∪, where the semantic meaning of JΓK∩ captures the (set)
intersection of positive types in Γ and JΣK∪ the (set) union of positive types in Σ. Computations,
e, are only semantically characterized contextually with JΓK∩ (for negative types), because they
are infinitary and not directly observable.

3.2.1 (In)compatibility

Our system provides a type compatibility check to ensure that a subtyping relation is expressible
only if the types τ+1 , τ

+
2 in τ+1 ≤ τ+2 have the same top-level constructor (likewise for σ−

1 , σ
−
2 in

σ−
1 ≤ σ−

2 ), assuming the types are structural. This check prevents the formation of incompatible,
disjoint intersection types, such as nat+ ∧ bool+ for example.

Those with a love for all things intersections would find this compatibility check to be a bit of
a downer, as it prevents the formation of the type above, which would have been valid by way of
the merge operator [57, 89, 136, 138, 139]. It is a property that has been restricted in recent times
to impose coherence [89] (or non-ambiguity) in the presence of subtyping. With the addition
of unions and type difference, the value of and ambiguity associated with the merge operator is
lessened. It is unclear if expressing such disjoint relations is useful in practice.

Given incompatibility, for positive types, for example, we can define a proposition that states
that if Γ is incompat, then the semantic definition of JΓK = ∅ for positive Γ.

3.2.2 Syntactic Subtyping

When moving from how “we turned the (proof) crank” in Chapter 2 to this in-progress formulation,
our direct application of circular proofs did not scale well to the inclusion of property types [121],
even when we leave aside the tracking of unbounded nested observations. Adapting the system
beyond the consequent judgments in multiple contexts proved problematic and unwieldy (see
Figure 3.2 for the well-formed simple subtyping judgment of nat+ ≤ even+ ∨ odd+). While our
soundness theorem essentially stays the same, we had to rework our subtyping rules to account
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...

v ∈k Jt+ ∧ u+K ≜ v ∈k Jt+K and v ∈k Ju+K

v ∈k Jt+ ∨ u+K ≜ v ∈k Jt+K or v ∈k Ju+K

v ∈k Jt+\u+K ≜ v ∈k Jt+K and v /∈k Ju+K

v ∈k J⊥K ≜ never

v ∈k J⊤K ≜ always

v ∈k JΓK∩ ≜ (∀t+ ∈ Γ).v ∈k Jt+K

v ∈k JΣK∪ ≜ (∃u+ ∈ Σ).v ∈k Ju+K
...

e ∈0 JΓK∩ always

e ∈k+1 JΓK∩ ≜ (e 7→ e′ and e′ ∈k JΓK) or (e terminal and e ∈̂k+1 JΓK)

e ∈̂k+1 Js− ∧ r−K ≜ e ∈̂k+1 Js−K and e ∈̂k+1 Jr−K

e ∈̂k+1 Js− ∨ r−K ≜ e ∈̂k+1 Js−K or e ∈̂k+1 Jr−K

e ∈̂k+1 JΓK∩ ≜ (∀s− ∈ Γ).e ∈̂k+1 Js−K
...

Figure 3.1: (Extended) Definition of Semantic Typing

for the new features and proceed with the proof without a formal metalogic. Instead, we opt for
an ordinary mathematical inductive argument.

To account for multiple types when typing an expression, we have transformed our subtyping
relations into two distinct fragments: (a) a purely positive fragment, Γ+ ≤ Σ+, with contexts
on both the left and right sides of the judgment, and (b) a fragment, Γ− ≤ s−, featuring a unary
singleton succedent on the right side of the judgment for negative types. The consequent is
necessary in the latter case because a negative, infinitary type can never be empty (i.e., inhabit an
empty context in this formulation) and must be inhabited by a single type to ensure determinism.

Now, we present our in-progress theorem for the soundness of subtyping in this extended
system (without effects). The gist of the proof proceeds over cases (see Figures 3.4 for the
subtyping rules, which rely on Figure 3.3 for operations on contexts), by nested induction, first on
the step-index k and second on the structure of v / e in Γ.

Theorem 2 (Soundness of Subtyping, Pure/Without Effects).
1. If Γ ≤ Σ then ∀k, v.v ∈k JΓK∩ ⊃ v ∈k JΣK∪

2. If Γ ≤ s−, then ∀k, e.e ∈̂k+1 JΓK∩ ⊃ e ∈̂k+1 Js−K
In highlighting certain subtyping rules, the specialty cases of �SUB∅ and �SUB∅ account for

empty contexts that could arise when the projection on the coverage set of pairs, Γ.πi, or on the
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1 ⊢ 1
id

CYCLE(∗)
nat ⊢ odd, even

nat ⊢ even, odd (∗)
�L,∈L,=L,∈R

nat ⊢ even ∨ odd
∨R

v′ ∈k 1 ⊢ v′ ∈k 1, zero · v′ ∈k odd
id

v′ ∈k 1 ⊢ zero · v′ ∈k even, zero · v′ ∈k odd
∈R

v = zero · v′, v′ ∈k 1 ⊢ v ∈k even, v ∈k odd
=L

CYCLE(∗)([v′/v])
v′ ∈k nat ⊢ v′ ∈k odd, v

′ ∈k even

v′ ∈k nat ⊢ succ · v′ ∈k even, succ · v′ ∈k odd
∈R

v = succ · v′, v′ ∈k nat ⊢ v ∈k even, v ∈k odd
=L

v ∈k nat ⊢ v ∈k even, v ∈k odd (∗)
�L,∈L

v ∈k nat ⊢ v ∈k even ∨ v ∈k odd
∨R

Figure 3.2: Circular Derivations for nat+ ≤ even+ ∨ odd+

intersection on labels across the set of records (computations defined on contexts in Figure 3.3)
returns empty. To prove the soundness for �SUB, we define a function split on Σ, which relies on a
lemma stating that if v1 ∈k J∆1K∪ or v2 ∈k J∆2K∪ for all (∆1,∆2) ∈ split Σ then ⟨v1, v2⟩ ∈ JΣK∪
semantically.

For positive and negative variants of ∧SUBL and ∨SUBR, the comma denotes the concate-
nation of contexts, where with these type judgments, we can destruct in sequence and get both
components. Type difference for positive types is covered by \SUB+

L and \SUB+
R, where the types

are split across contexts depending on the sequent relation.

3.3 Type-level Record Concatenation
We are currently exploring the implications of record concatenation in our type system. Unlike
other work that combines record operations and the merge operator [85, 176], we are interested
in the type-level operations for concatenation, applied to recursive types, that are correct-by-
construction. This feature would give our system a way to incorporate a lightweight form of
subtyping through inheritance [27]. For instance, consider how we might emulate a simplified
queue class or interface that is inherited by another class which extends it with a new method.
This is demonstrated in the following OO interface (as typed output), which is a slightly modified
version of OCaml’s object system:

class queue :

nat list -> object

val mutable q : nat list

method deq : (nat * queue) option

method enq : nat -> queue

end

class queue_rev :
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nat list -> object

inherit queue

...

method rev : queue -> queue

end

Note that the base queue class is extended with a reverse operation (a common operation on
queues), defined using inheritance directly. Additionally, in a OO system like this, the types do not
leverage the possibility of mixed (eager/lazy) evaluation. In our system, implemented in Polite, at
the type-level, we can define a new type, queue2 that is the concatenation of the two lazy record
types, queue− and queue rev−, as follows.

type queue = &{'enq : nat -> queue,

'deq : <+{'none : 1, 'some : nat * [queue]}>}

type queue_rev = &{'rev : [queue_rev] -> queue_rev}

type queue2 = queue ++ queue_rev

The concatenation operator “++” generates a fresh type for all recursive labels, correct-by-
construction, that will point to the type name queue2−, which expands into the following (at
compile time):
queue2− = N{enq : nat → queue2,

deq : ↑�{none : 1, some : nat � ↓queue2},
rev : ↓queue2 → queue2}

Remember, square brackets ([, ]) in the type signature maps to ↓σ− (a positive thunk) and
angle brackets (<, >) to ↑τ+ (a negative return).

Next Steps We plan to finish the implementation of this type-level feature within Polite and
finalize the formalism for the concatenation operator.

3.4 In the Presence of Effects
Effects change and rule everything around us. Call-by-push-value was designed as a study for the
λ-calculus with effects [103, Sec. 2.4], stratifying terms into values (which have no side-effects)
and computations (which might). Our contribution to semantic typing [7, 8, 10, 52] is grounded
in working with state, exceptions, and unsafe boundaries. Before we discuss rules that may not be
sound in the presence of effects, we extend our system with a sound set of bidirectional typing
rules in Figure 3.5.

3.4.1 The Value Restriction and Related Phenomena

Figure 3.5 presents the sound extensions (from 2.4) to our polarized-type system. Davies and
Pfenning [45] developed the value restriction on the introduction rule for intersection types
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because it is unsound in the presence of mutable references with CBV semantics. They also omit
the distributivity rule, (A → B) ∩ (A → C) ≤ A → (B ∩ C), in order to prove progress and
preservation. In our calculus, the bidirectional typing variant of ∧I− for the non-pure, CBN layer
comes into question. Is this restriction necessary or does it “fall out for free” from polarized
subtyping, which already does not restrict ∧I+ in the positive setting (related to CBV)? Here is
the rule in question.

Γ ⊢ e ⇐ σ−
1 Γ ⊢ e ⇐ σ−

2

Γ ⊢ e ⇐ σ−
1 ∧ σ−

2

∧I−?

We have ported Davies and Pfenning’s [45] intersecting mutable references counterexample
into our system with polarization and shifts and found that it also breaks down accordingly. We
show a naive implementation in an ML variant here [49] to relay it back to the literature.

(* Counterexample by Rowan Davies and Frank Pfenning *)

(* Suppose we have types nat and pos, where nat is non-negative

integers and pos is its subtype of positive integers. *)

let x : nat ref /\ pos ref = ref 1

in let () = (x := 0) (* typechecks: x is a nat ref *)

in let z : pos = !x (* deref op, typechecks: x is a pos ref *)

in z : pos (* now we have the positive number zero *)

This example is unsound because the variable z cannot be positive if bound to zero, occurring
due to the allowance of intersection introduction in the first line of code in the presence of mutable
references (and the ability to dereference)! In our system (not ML), is this due to the unsound
law of distributivity or the effect itself, generated by the introduction of mutable intersecting
references, forcing the value restriction on the rule? Answering this is our imminent follow-up
work.

On the other side of the coin, union types also require a (co)value restriction when confronted
with effects. This constraint leads to an evaluation context restriction on union elimination in the
presence of effects [61] for CBN semantics due to nondeterminism. This restriction also implies
that the standard law (A → C) ∩ (B → C) ≤ (A ∪B) → C is unsound [173].

We now show the questionable bidirectional typing rule(s) here (given evaluation context
E). The following union elimination rule was found unsound in the presence of effects since the
different occurrences of e could evaluate to a value of type t−1 or t−2 nondeterministically.

Γ ⊢ e ⇒ t−1 ∨ t−2 Γ, x : t−1 ⊢ e′ ⇐ σ− Γ, x : t−2 ⊢ e′ ⇐ σ−

Γ ⊢ e′[e/x] ⇒ σ− ∨E−?

This next version of the elimination rule adds the evaluation context restriction, E, discovered
by “disillusionment” [173].
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Γ ⊢ e ⇒ t−1 ∨ t−2 Γ, x : t−1 ⊢ E[x] ⇐ σ− Γ, x : t−2 ⊢ E[x] ⇐ σ−

Γ ⊢ E[e] ⇒ σ− ∨E−?

Next Steps Given unsound properties in the presence of effects, we have hypothesized that our
system returns to the consequent-restricted representation of Chapter 2—moving back to single-
succedent judgments rather than contexts Γ,Σ made up of multiple types or succedents—for
negative subtyping relations, i.e., s− ≤ r−. This seems to map neatly to the linear-logic-centered,
monadic intersection work of Gavazzo et al. [75], as we have to make a singular choice on
branches of multiple types. Closing this particular circle is on our immediate agenda.

34



 (Γ, t+).1 = Γ.1, t+ where t+ = 1
(·).1 = (·) (Projection on unit types)


(Γ, t+1 � t+2 ).π1 = Γ.π1, t

+
1

(Γ, t+1 � t+2 ).π2 = Γ.π2, t
+
2

(·).π1 = (·)
(·).π2 = (·)

(Projection on products)


split((·)) = {⟨(·), (·)⟩}
split(Σ, t+1 � t+2 ) = {⟨(∆1, t

+
1 ),∆2⟩, ⟨∆1, (∆2, t

+
2 )

| ⟨∆1,∆2 ∈ split Σ⟩⟩}
(Recursive split on records)


⋂
(Γ,�{ℓ : t+ℓ }ℓ∈L) =

⋂
Γ ∩ L⋂

(�{ℓ : t+ℓ }ℓ∈L) = L⋂
(·) = ⊤

(Intersection on labels for records)

 (Γ, tj).j = Γ.j, tj
(·).j = (·) (Projection on records)

 (Γ, ↓s−).↓ = Γ.↓, ↓s−
(·).↓ = (·) (Projection on ↓-shifts)


(Γ, t+ → s−).u+ = Γ.u+, s− if u+ ≤ t+

= Γ.u+ if u+ ≰ t+

(·).u+ = (·)
(Cond. projection on fns)


(Γ,N{ℓ : s−ℓ }ℓ∈L).j (∀.j ∈ J) = Γ.j, sj if ℓ ∈ J

= Γ.j if ℓ /∈ J
(·).j = (·)

(Cond. projection on lazy records)

 (Γ, ↑t+).↑ = Γ.↑, ↑t+
(·).↑ = (·) (Projection on ↑-shifts)

Figure 3.3: Computations and Filters on Typing Contexts
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t+1 � t+2 ∈ Γ Γ.πi ≤ · ∀i ∈ {1, 2}
Γ ≤ · �SUB∅

t+1 � t+2 ∈ Γ Γ.π1 ≤ ∆1 ∨ Γ.π2 ≤ ∆2 ∀⟨∆1,∆2⟩ ∈ split Σ
Γ ≤ Σ

�SUB

t+ ∈ Γ t+ = 1 u+ ∈ Σ.1 u+ = 1
Γ ≤ Σ

1SUB

�{ℓ : u+
ℓ }ℓ∈L ∈ Γ ∀j ∈ (

⋂
Γ ∩ L) Γ.j ≤ ·

Γ ≤ · �SUB∅

�{ℓ : u+
ℓ }ℓ∈L ∈ Γ ∀j ∈ (

⋂
Γ ∩ L) ⊂ I Γ.j ≤ Σ.j

Γ ≤ ΣI
�SUB

↓s− ∈ Γ ↓r− ∈ Σ.↓ Γ.↓≤ r−

Γ ≤ Σ
↓SUB

Γ, t+, u+ ≤ Σ

Γ, t+ ∧ u+ ≤ Σ
∧SUB+

L

Γ ≤ Σ, t+ Γ ≤ Σ, u+

Γ ≤ Σ, t+ ∧ u+ ∧SUB+
R

Γ, t+ ≤ Σ Γ, u+ ≤ Σ

Γ, t+ ∨ u+ ≤ Σ
∨SUB+

L

Γ ≤ Σ, t+, u+

Γ ≤ Σ, t+ ∨ u+ ∨SUB+
R

Γ, t+ ≤ Σ, u+

Γ, t+\u+ ≤ Σ
\SUB+

L

Γ ≤ Σ, t+ Γ, u+ ≤ Σ

Γ ≤ Σ, t+\u+ \SUB+
R

t+ → s− ∈ Γ Γ.u+ ≤ r−

Γ ≤ u+ → r−
→SUB

N{ℓ : s−ℓ }ℓ∈L ∀j ∈ I Γ.j ≤ sj

Γ ≤ N{i : s−i }i∈I
NSUB

↑t+ ∈ Γ Γ.↑≤ u+

Γ ≤ ↑u+ ↑SUB
Γ, s−1 , s

−
2 ≤ r−

Γ, s−1 ∧ s−2 ≤ r−
∧SUB−

L
Γ ≤ s− Γ ≤ r−

Γ ≤ s− ∧ r−
∧SUB−

R

Γ, s−1 ≤ r− Γ, s−2 ≤ r−

Γ, s−1 ∨ s−2 ≤ r−
∨SUB−

L

Γ ≤ s−, r−

Γ ≤ s− ∨ r−
∨SUB−

R

Figure 3.4: (Extended) Rules for Subtyping with Positive and Negative Intersections, Unions, and
Postive Type Difference. See Figure 3.3 for compuations and filters on contexts.
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Γ ⊢ v ⇐ τ+1 Γ ⊢ v ⇐ τ+2
Γ ⊢ v ⇐ τ+1 ∧ τ+2

∧I+
Γ ⊢ v ⇒ τ+1 ∧ τ+2

Γ ⊢ v ⇒ τ+i
∧E+

i

Γ ⊢ e ⇒ σ−
1 ∧ σ−

2

Γ ⊢ e ⇒ σ−
i

∧E−
i

Γ ⊢ v ⇐ τ+i
Γ ⊢ v ⇐ τ+1 ∨ τ+2

∨I+i
Γ ⊢ v ⇒ τ+1 ∨ τ+2 Γ, x : τ+1 ⊢ v′ ⇐ τ+ Γ, x : τ2 ⊢ v′ ⇐ τ+

Γ ⊢ [v/x]v′ ⇒ τ+
∨E+

Γ ⊢ e ⇐ σ−
i

Γ ⊢ e ⇐ σ−
1 ∨ σ−

2

∨I−i

Figure 3.5: (Extended) Sound Bidirectional Typing
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Chapter 4

Proposed Work

Towards an Expressively Complete Type System

“In essence, the semantics of any expression maps related environments into related values”
—John C. Reynolds, Types, Abstraction, and Parametric Polymorphism [135]

Thus far, we have covered the foundational chapter of work (Chapter 2) and its extension,
which types (many) more interesting properties of programs in Chapter 3. This chapter will give
some background on the proposed path in how we will culminate this thesis, aiming to develop an
expressively complete type system for Polarized Subtyping. Such a system would encompass the
usual (subtyping-free) functional program systems such as ML or Haskell as special cases. Much
of this chapter is “hand-wavy” and speculative, but the output is crucial to the thesis’s success and
carries through the novelty of the research.

4.1 Parametric Polymorphism
The notion of parametric polymorphism goes back to the 1967 lecture notes of Christopher
Strachey [148], where he proposed a system obtained when a function works uniformly on a range
of types that normally exhibit some common structure [26]. In modern type systems, parametric
polymorphism is fundamental; yet, its integration within a framework that also supports recursive
subtyping polymorphism, intersection polymorphism, etc., is not regularly approached. Whereas
intersections allow us to express specific properties within composite data types, parametric
polymorphism refers to expressions that behave the same at all possible types. Additionally, as is
the case with any type expansion that does not alter the syntax and semantics of our terms (in the
implicit case for polymorphism [84]), a value restriction arises that forces an evaluation of the
type system in the presence of effects.

To fully capture the challenge of this thesis in Section 1.2, we must extend Polarized Subtyping
to support parametric polymorphism. The challenge is how to support it while maintaining the
properties of the extensions we have added to this polarized CBPV variant thus far. We also need to
find examples where programs are not well captured without the combination of mixed-evaluation,
property types, and polymorphism.
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Even related, recent works like Economou et al. [63] have left the problem of parametric
polymorphism open in trying to model a separate refinement system for their variant of CBPV.
We discuss two possible paths to achieve this.

4.1.1 Parametric Subtyping

Going beyond current work exploring structural subtyping with row polymorphism [152], one
formula for a proposed solution to implement structural parametric polymorphism lies in DeYoung,
et al.’s study on parametric subtyping [47]. Their work is a significant step toward filling the
gap regarding the interplay among recursive types, parametric polymorphism, and structural
subtyping. Unlike our backward-search decision procedure (see Sections 2.4.1 and 3.2.2), they
implement a saturation-based decision procedure for monomorphic subtyping based on forward
inference. However, their investigation only interprets types coninductively, not taking into
account uninhabited types, which we find to be a crucial aspect of our approach to handling
types in our consequent-restricted representation (Section 2.4.2). Moreover, they do not discuss
property types such as intersections and unions. Their work conjectures that their algorithm can be
extended to inductive and mixed inductive-coinductive interpretations—making it polarized—but
such a decision procedure may cause difficulties when interacting with property types.

4.1.2 Implicit Let-Polymorphism

Another approach to parametric polymorphism is to extend the system with implicit let-polymorphism,
as popularized by the influential Hindley-Milner type system [38, 111], which generalizes to type
schemes. With our current system’s push toward signature(s) in normal form and the heavy use
of type names, as well as a typechecking algorithm implemented leveraging memoization, we
may be able to avoid the inefficiency issues in the Hindley-Milner algorithm [120]. However,
Vytiniotis et al. [166] argue that we should simply abandon let generalisation for local lets entirely,
thereby reducing the burden of complexity placed on the programmer, removing a feature that can
break down in the presence of advanced type features like those we have discussed in this thesis.
Nevertheless, some evidence to the contrary is found in Davies [44]’s thesis, suggesting that this
path is not closed.

4.2 Polarized Subtyping as an Intermediate Representation
A longer-term goal of this thesis would involve engineering a small prototype that can serve as an
intermediate representation (IR) for optimized compilation and/or static analysis [150]. Today,
Polite gives us a surface-level language for iterating on and testing type system features and
extensions. The bet on CBPV [143] is that it can be used to specialize code based on polarity,
which captures the evaluation regime and if the types in the program represent a pure or effectful
computation (or one that is mixed). Unlike CPS (continuation-passing style), where evaluation
strategies are hard-coded into the program directly, a universal intermediate language built on
our vision of Polarized Subtyping is suitable for compiling and optimizing for both strict and
lazy functional programs seamlessly. As Downen and Ariola [50] state in their paper, this kind of
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universal intermediate language has been a long-sought holy grail for compiler writers.
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Chapter 5

Related Work and Discussion

“Rather than worry about what types are I shall focus on the role of type checking”
— James H. Morris, Jr., Types Are Not Sets [112]

We now dive deeper into the research related to how polarization and a semantic representation
of typing impact the interaction and definition of subtyping and discuss its implications on this
thesis. Our work deeply connects various threads throughout the literature on type systems.

5.1 (Sub)typing

Recursive Types. The groundwork for coinductive interpretations of subtyping equirecursive
types has been laid by Amadio and Cardelli [9] and subsequently refined by others [19, 72].
In equirecursive subtyping, recursive types and their unfoldings are considered to be equal.
Danielsson and Altenkirch [40] also provided significant inspiration because they formally clarify
that subtyping recursive types relies on a mixed induction-coinduction. In using an equirecursive
presentation within different calculi, our work has been influenced by its predominant use in
session types [32, 41, 77] and, in particular, Gay and Hole’s coinductive subtyping algorithm [76],
which we used as a template for embedding call-by-name typing into our system (Section 2.6.2).

Our initial treatment of empty—value-uninhabited—and full types (Section 2.4.2), as well
as our call-by-value translation (Section 2.6.2) builds on Ligatti et al.’s work [106] on precise
subtyping with isorecursive types. Our direct interpretation of isorecursive types and translation
into an equirecursive setting furthers numerous undertakings relating both formulations [128,
159, 161]. In particular, Abadi and Fiore [1] and more recently Patrigniani et al. [122] prove
that terms in one equirecursive setting can be typed in the other (and vice versa) with varying
approaches. The former treats type equality inductively and is focused on syntactic considerations.
The latter treats type equality coinductively and analyzes types semantically. Neither of these
handle subtyping or mixed inductive-coinductive types like in our presentation.

Finally, Zhou et al. [175] serves as a helpful overview paper on subtyping recursive types at
large and discusses how Ligatti et al.’s complete set of rules requires very specific environments
for subtyping, as well as non-standard subtyping rules. This observation demonstrates why our
semantic (sub)typing approach can offer a more flexible abstraction for reasoning about expressive
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type systems while maintaining type safety.

Records. Subtyping and extensible records have a long history with the foundations for typing
in object-oriented languages [23, 167], database languages, and their extensions [25]. As a
structural type system, our work on Polarized Subtyping naturally supports variant and lazy
records, not objects. As mentioned in the introduction, row polymorphism in OCaml [74] is used
in polymorphic variants, which was proposed as a solution to support union types to Hindley-
Milner type systems [74], though in a much more limited capacity, resulting in a segmented
type system whose behavior is unintuitive and/or unduly restrictive in some cases [31]. OCaml
also supports depth subtyping with objects through coercion if an object’s individual methods
could safely be coerced. Unfortunately, while the availability of width and depth subtyping in
a production-quality language like OCaml is a step in the right direction, the language’s object
system adds runtime overhead and heavy syntactic complexity. Our work aims to provide a more
principled and integrated approach to subtyping with records, avoiding this separation.

Our system introduces a static type-level addition to concatenate variant and lazy records to
more easily extend record types with new fields, similar to interfaces in structural OO languages,
modeling a lightweight form of inheritance [27]. However, unlike other work exploring record
concatenation with record types and subtyping [85, 176], our treatment is not about merging
record constructs, but, instead, about constructing a new type with recursive fields pointing to a
fresh type name, as demonstrated in Section 3.3.

Intersection and Union Types. Intersections have been a major plot point due to their ability
to check more precise and granular properties and their long history of surprising complexity.
For instance, in Coppo and Dezani’s and Barendregt et al’s systems [13, 37], typechecking is
undecidable, as a term can be typed IFF its execution terminates [49]. As discussed in Section 3.4.1,
Davies and Pfenning [45] developed the value restriction on the introduction rule for intersection
types due to it being unsound in the presence of mutable references with CBV semantics. The
standard subtyping distriutivity law (A → B) ∩ (A → C) ≤ A → (B ∩ C) was also discarded.

Dual to intersection types, the involvement of union types can easily break certain desirable
metatheoretical properties of a type system [51], as was already hinted at with the (co)value
restriction on union types variably referenced in [51, 55, 61, 165, 171]. This constraint leads
to an evaluation context restriction on union elimination in the presence of effects [61] for
CBN semantics due to nondeterminism. This restriction also implies that the standard law
(A → C) ∩ (B → C) ≤ (A ∪B) → C is unsound [173].

The blend of intersections and unions can be troublesome and non-trivial [133]! Like oth-
ers, our goal is to empower structural subtyping in type systems with union and intersection
types [113]; yet, without having to express unions or intersections at the term level by way of
merge [57, 89, 136, 138, 139] or switch [134] operators that elaborate to sums and products
respectively [57, 137], or having to employ best-match semantics [134]. With our combination of
polarization and semantic typing realized by step-indexing, our system provides a more principled
and practical approach to subtyping with intersection and union types in settings both pure and
effectful.

The complexity of intersection and union types has been a central theme of this thesis. Much
of our original inspiration stemmed from exploring the interplay between intersections and unions
in a polarized setting.
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Type Difference. As mentioned in Section 3.1.5, type difference, or type subtraction, is a less
common feature in type systems, but has roots in record extensions as restriction and removal
operations [25]. Moreover, OO languages with traits or mixins, such as the Pharo language [153],
also include operations to rename and remove methods for resolving conflicts. In the semantic
subtyping line of work by Frisch and Castagna [28, 70], they have explored type difference in
the context of set-difference: A\B, with the limitation that set difference does not generalize the
record restriction (though we do use the same connective, “\”, in our formalism). Most recently,
the work of Xu, et al. [170] contributes to the canon, formalizing type difference with intersections.
However, their work is not polarized and centers on the elaboration of disjoint intersection types
and the merge operator, which we avoid.

5.2 Semantic (Sub)typing
Semantic typing goes back to Milner’s semantic soundness theorem [111], which defined a
well-typed program being semantically free of a type violation. As discussed earlier, Dreyer
et al. [53] go further by advocating for semantic type soundness in modeling safety with a
more liberal interpretation of well-typedness. Whereas syntactic typing specifies a fixed set of
syntactic rules from which safe terms can be constructed, semantic typing in our setting combines
two requirements: positive types circumscribe observable values, exposing their structure, and
computations of negative types are only required to behave in a safe way. Our work to date
demonstrates that we can prove our semantic definitions compatible with our syntactic type rules,
leaving syntactic type soundness to fall out easily (see Section 2.4.3). With a lens toward more
liberal and expressive systems, step-indexing has become a prominent approach [7, 8, 10, 52],
which we use to observe that a computation in our model steps according to our dynamics.

Other examples of semantic typing in practice have been incorporated into trusted libraries
for Rust [92] and gradual typing [73, 117]. In the latter case, as long as we can prove by any
means that the ”dynamically typed” part of the program is semantically well-typed (even if not
syntactically so), the combination is sound and can be executed without concern, yielding a
correctly observable result. Another example is provided by session types for message-passing
concurrency [88]. While having a syntactic type discipline is important, in a distributed system,
processes may be programmed in various languages, some of which may have much weaker
guarantees. Demonstrating their semantic soundness ensures the behavioral soundness of the
combined system.

Semantic Subtyping. As with syntactic/semantic typing, syntactic subtyping is the more typical
approach in modeling subtyping relations over its semantic counterpart. Nonetheless, in what’s
operated almost parallel to the research on semantic types, research on semantic subtyping has
also made strides [28, 68, 125]. This line of work exploits semantic subtyping for developing type
systems based on set-theoretic subtyping relations and properties, particularly in the context of
handling richer types, including polymorphic functions [29, 30, 124] and variants [31], recursive
types (interpreted coinductively), and union, intersection, and negation connectives [70]. A major
theme in this line of work is excising “circularity” [28, 70] by means of an involved bootstraping
technique, as issues arise when the denotation of a type is defined simply as the set of values
having that type.
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We depart from this line of research in the treatment of functions (defined computationally
rather than set-theoretically), recursive types (equirecursive setting; inductive for the positive
layer and coinductive for the negative layer), both variant and lazy record types, the interaction
between intersections and unions, and the commitment to explicit polarization (including our
incorporation of emptiness/fullness). The latter eliminates circularity and links multiple threads
defined in this thesis. For us, “types are not sets” as we focus on the role of typechecking [112].

With this combination of semantic (sub)typing, our work provides a metatheory for a more
interesting set of typed expressions while also providing a stronger and more flexible basis for type
soundness [53], as semantic typing can reason about syntactically ill-typed expressions as long
as those expressions are semantically well-typed. This combination scales well to our polarized
mixed-setting and advanced type features.

5.3 Polarized Type Theory & Call-by-push-value
Decomposing Call-by-value & Call-by-name Dynamics. At the core of this research is the call-
by-push-value [103, 105] calculus with its notions of values, computations, and the shifts between
them. Beyond Levy’s work, this subsuming paradigm has formed the foundation of much recent
research, ranging from probabilistic domains [64] to those reasoning about effects [109] and
effect/co-effect tracking [155], and dependent types [123]. New et al.’s [117] gradual typing
extension to the calculus shares similarities with our use of step-indexing, but its relations (binary
rather than unary), dynamics, and step-counting are treated differently, and it includes no coverage
of subtyping.

Although CBPV and polarized type theory generally go hand-in-hand, there are investigations
that look at polarization (focusing) and algebraic typing and subtyping from alternate perspectives.

Steffen [147] predates Levy’s research and presents polarity (a different meaning of the same
term) as a kinding system for exploiting monotone and antimonotone operators in subtyping
function application. Abel and others [2, 5, 6] built upon this and extended it with sized types.
Both sized types and step-indexing employ the same concept of observation depth; however,
for sized types, we would observe data constructors, whereas for step-indexing we observe
computation steps. General recursion is supported in our system because “productivity” in the
negative layer means that computations can step rather than produce a data constructor. The
inherent connection between types and evaluation strategy has also been studied in the setting
of program synthesis [140] and proof theory [114], but these do not share our specific semantic
concerns.

Two studies on a global approach to algebraic subtyping [48, 120] define subtyping rela-
tionships with generative datatype constructors while discussing polarity (here with a different
meaning) and discarding semantic interpretations. The generative nature of datatype constructors
in this line of work makes it quite different from ours.

Mixed Inductive-Coinductive View of (Sub)typing. The natural separation of positive and negative
layers in CBPV leads to a mixed inductive-coinductive view on (sub)typing. Danielsson and
Altenkirch [40] and Jones and Pearce [91] provide definitions for equirecursive subtyping relations
in a mixed-setting while using a suspension monad for nonterminating computations, sharing
an affinity with force/return CBPV computations. The former, however, does not try to justify
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the structural typing rules themselves using semantic typing of values or expressions—only
the subtyping rules. Jones and Pearce is closer to our approach since they also use a semantic
interpretation of types for expressions. While not polarized, they do consider inductive-coinductive
types separately, but do not lift them to cover function types, instead studying other constructs
such as unions.

Komendantsky [94] manages infinitary subtyping (only for function and recursive types)
through a semantic encoding by folding an inductive relation into a coinductive one. We work
in the opposite direction, turning the coinductive portion into an inductive one by step-indexing.
Lepigre and Raffali [101] mix induction-coinduction in a syntax-directed framework, focusing
on circular proof derivations and sized types [6] and managing inductive types coinductively.
Cohen and Rowe [35] provide a proposal for circular reasoning in a mixed-setting, but the focus
is on a transitive closure logic built around least and greatest fixed point operators. Chen and
Pfenning [33] encode a variant of our work to date (Chapter 2) into a logical framework with
higher-order circular terms, showcasing a version of our work used in a different setting. It seems
quite plausible that we could use such systems to formalize our study, although we found some
merit in using step-indexing and other approaches for induction.

Computational Effects. We have already documented much of the non-triviality of polymorphism,
intersections, and unions in the presence of effects, typically resulting in syntactic restrictions
and new rules. We aim to dive into this problem area because CBPV was designed as a study
for the λ-calculus with effects [103, Section 2.4], stratifying terms into values (which have no
side-effects) and computations (which might). Through the lens of semantic typing, we can ensure
behavioral soundness in the presence of effects (see 3.4). We also see a tangential tie-in with
linear logic and intersection types as described by the monadic type system in Gavazzo et al’s
recent output [75].

Refinement Types. Another important influence has been the work on datasort refinement types [44,
58, 67, 83], which are also recursive but exist within predefined universes of generative types. As
such, subtyping relations are simpler in their interactions but face many of the same issues such as
emptiness checking. Neither does their work add much in the way of effect handling of property
types beyond the known value restriction. Note that these types are distinct from those described
in Liquid Typing (see [80]). Dunfield [58] offers an approach to extensible refinements but does
not tackle type polymorphism, which would be feasible as long as the datatype declarations are
not extensible.

Polarization, through the lens of focusing, as an organizing principle for subtyping is present
in Zeilberger’s thesis [172] and in categorical formulations like Melliès and Zeilberger [110], but
address a problem that is fundamentally different in multiple ways, e.g., using “classical” types
and continuations, without width and depth subtyping, and treats refinement typing as a secondary
layer. The biggest difference, however, is that its setting considers refinement types, while we do
not have a refinement relation and show that some of the advantages of refinement types can be
achieved without the additional layer.

We have already covered the pros and cons with popular Liquid Type implementations [80,
162] that allow refinement with predicates that can mention various attributes. We drilled in
on their restriction on recursive predicates of specifications to require termination. Generally,
refinement types have drawbacks dealing with the extensibility of types versus the burden placed
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on the programmer (though still lightweight compared to dependently-type manifestations).
The original, datasort-oriented line of work [67] forced programmers to manually specify all
refinements, which is cumbersome. Liquid refinement types automatically verify semantic
properties of code with a sublanguage for which implication checking is decidable, allowing
for the predictable use of external SMT solvers to do the checking; however, such a constraint
restricts the specification language and what properties the programmer can enforce and extend
the system with. Recent work by Economou, et al. [63] refines CBPV with a focalized variant that
performs index refinement [169], uses bidirectional checking, and designs a sound, complete, and
decidable polarized subtyping relation. However, they still use a refinement layer atop of CBPV.

¬
One can see this thesis as an attempt to free refinement types from some of its
restrictions while retaining some of its good properties, all without the complexity
of implicit or explicit additional layering.
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Chapter 6

Timeline

TODAY

2024 2025 2026

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2

Proposal: ∧, ∨, −

75%Theory: ∧, ∨, −

85%Impl: ∧, ∨, −

60%Theory: Effects

Paper: ∧, ∨, −

Theory: ∀

Impl: ∀

Paper: ∀

Thesis: Writing

Thesis: Defense

Figure 6.1: A proposed research timeline. Blue is the estimated amount of work completed for
the task, while gray represents the proposed and unfinished work. ∧, ∨, − refer to the in progress
directions involving intersections, unions, and type difference; ∀ references the proposed work on
parametric polymorphism.
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The plan for this road map, post-proposal, is to finish the current work in progress (Chapter 3)
and submit it to ESOP 2025 or, more realistically, to a conference with an early 2025 submission
(maybe ICALP or elsewhere). We mainly need to tie up some results in our work around effects.
In 2025, we plan to engage with the theory and implementation needed to extend the system with
parametric polymorphism (Chapter 4) and prepare it for a submission. Finally, the plan in 2026
will be to complete the thesis and defend it. This timeline was prepared with consideration for
my full-time work schedule at Oxide Computer and managing a wonderfully curious 5-year-old
named Lana along the way!
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